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#### Abstract

In this paper, we present a geometric discretization scheme for incompressible linearized elasticity. We use ideas from discrete exterior calculus (DEC) to write the action for a discretized elastic body modeled by a simplicial complex. After characterizing the configuration manifold of volume-preserving discrete deformations, we use Hamilton's principle on this configuration manifold. The discrete Euler-Lagrange equations are obtained without using Lagrange multipliers. The main difference between our approach and the mixed finite element formulations is that we simultaneously use three different discrete spaces for the displacement field. We explicitly derive the governing equations for the two-dimensional case, where the discrete spaces for the displacement field are constructed by $\mathbb{P}_{1}$ polynomials over primal meshes for incompressibility constraint, $\mathbb{P}_{0}$ polynomials over dual meshes for the kinetic energy, and $\mathbb{P}_{1}$ polynomials over support volumes for the elastic energy, and the discrete space of the pressure field is constructed by $\mathbb{P}_{0}$ polynomials over primal meshes. We test the efficiency and robustness of this geometric scheme using some numerical examples. In particular, we do not see any volume locking and/or checkerboarding of pressure in our numerical examples. This suggests that our choice of discrete solution spaces is compatible.
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## 1. Introduction

Finding robust numerical schemes for solving incompressible elasticity problems has been of great interest due to important applications of incompressible elasticity, e.g. in analyzing biological systems where soft tissue is usually modeled as an incompressible elastic body (see [1,2] and references therein). It is well known that numerical methods that are reliable for compressible elasticity severely fail for the case of incompressible problems (see [3-5] and references therein). Inaccurate results are usually due to the locking phenomenon. Locking, in general, is the loss of accuracy of the solution of a numerical scheme for the approximation of a parameter-dependent problem as the parameter tends to a critical value [6,7]. For example, locking appears in plate and shell models as the thickness $d \rightarrow 0$, analysis of incompressible linear elasticity as Poisson's ratio $v \rightarrow 1 / 2$, and heat transfer problems as the ratio of conductivities $\mu \rightarrow 0$. A robust numerical method is uniformly convergent for all values of the parameter of the problem. Babuška and Suri [6] gave precise mathematical definitions for locking and robustness and gave some general results on the characterization of these phenomena.

[^0]To this date various numerical schemes have been developed for incompressible elasticity. The finite element (FE) method is one of the best numerical methods for compressible elasticity. However, FE results may be inaccurate in the near-incompressible and incompressible regimes. To overcome this difficulty, many different approaches have been proposed in the literature. The standard FE formulation based on displacements using low-order elements exhibits a poor performance for near-incompressible elasticity. It has been observed that higher order elements can avoid locking in near-incompressible linear elasticity [8]. Another approach is to use discontinuous Galerkin FE methods [9-12,1]. In these formulations, independent approximations are used on different elements and the continuity across boundaries of elements is weakly enforced. Nonconforming FE methods can also avoid locking for near-incompressible elasticity [13-15]. The simplicity of the aforementioned methods is due to the fact that they are based on the displacement variational formulation, and therefore, one does not need to include other variables in the formulation. There are some formulations based on the Hu-Washizu variational principle, where the displacement, strain, and stress are considered as independent variables. The method of enhanced assumed strain introduced by Simo and Rifai [16] and the method of mixed enhanced strain of Kasper and Taylor [17] are both based on the Hu -Washizu variational principle. Another approach that
has widely been used for near-incompressible and incompressible elasticity is mixed formulations based on the Hellinger-Reissner variational principle. In the near-incompressible regime, the stress and displacement are both unknowns. For the incompressible regime, the pressure and displacement are the primary unknowns, where the pressure is the Lagrange multiplier of the incompressibility constraint. It was observed that discrete spaces of the displacement and pressure should be compatible [3]. Various mixed formulations have been developed by using different techniques. Brink and Stephan [18] proposed an adaptive coupling of boundary elements and mixed FE method for incompressible elasticity. Cervera et al. [19] developed mixed simplicial elements for incompressible elasticity and plasticity. Discontinuous Galerkin methods have also been used in the mixed formulations, see [20,21] and references therein. It has been observed that reduced/selective integration techniques that are closely related to mixed formulations are useful for incompressible elasticity [22,23]. In these methods, the inf-sup stability requirement is also enforced for the displacement and implicit pressure interpolant spaces. Equal-order interpolation with stabilization methods [24] and average nodal pressure elements $[25,26]$ have also been successfully implemented. Boner and Burton [25] proposed a linear tetrahedron element that prevents locking by introducing nodal volumes and evaluating nodal pressures in terms of these volumes. Gatica et al. [27] developed a dual-mixed finite element method for incompressible plane elasticity. Hauret et al. [4] introduced a diamond element FE discretization for compressible and incompressible linear and finite elasticity. Using both primal and dual vertices of an arbitrary simplicial mesh for the domain and its barycentric dual mesh, they constructed an associated diamond mesh. They defined interpolation spaces for displacement and pressure supported on the diamond mesh by choosing piecewise linear displacement interpolation on sub-elements and constant pressure interpolation on diamond elements. They proved that the displacement field converges optimally with mesh refinement and also showed that for the problem of linearized incompressible elasticity their scheme satisfies the inf-sup condition, and hence, it is well posed. Alternatively, it is also possible to use element-free Galerkin methods [28]. Vidal et al. [29] introduced a pseudo-divergence-free element-free Galerkin method using a diffuse divergence for nearincompressible elasticity. Similar techniques have been used by other researchers for developing mesh-free methods for mixed formulations and $B$-bar methods [30-32].

The incompressibility constraint can be imposed more directly using the stream function formulation [33]. Because the divergence of the displacement is zero in incompressible linear elasticity, there is a scalar-valued function called stream function whose curl gives the displacement. Then, the weak formulation of incompressible linear elasticity can be rewritten as a fourth-order elliptic problem over scalar functions. Auricchio et al. [33] used an isogeometric interpolation based on Non-Uniform Rational BSplines (NURBS) [34] to obtain a locking-free isogeometric approach for the stream function formulation. The high continuity across the elements is the key advantage of NURBS functions. The solution of the stream function formulation automatically satisfies the incompressibility constraint, i.e., it is divergence-free by construction.

Another interesting idea in the literature (promoted mainly by Arnold and his coworkers [35] is to use an "elasticity complex", which is similar in form to the classical de Rham complex. In fact, Eastwood [36] showed that the linear elasticity complex can be constructed from the de Rham complex. Having a complex for a field theory, one then defines a discrete analogue of the continuum complex. In the case of finite element method, this gives the appropriate finite element spaces for different fields (e.g. displacements and stresses in the case of linear elasticity). This has led to the
discovery of several stable mixed finite elements for linear elasticity [35].

Ciarlet and Ciarlet [37] proposed a new approach for finding the solution of planar linear elasticity that may be capable of handling the near incompressible case as well. They showed that this problem can be alternatively reformulated as minimization of an associated Lagrangian over the strain field. They defined their finite element space over a triangulation of the reference configuration as the space of $2 \times 2$ symmetric matrix fields, which are constant over each triangle of the triangulation, has the same values for the degrees of freedom at common edges of any two distinct triangles, and is curl-curl free. This curl-curl free condition plays the role of the compatibility conditions. Thus, this method enables one to directly obtain the strains and stresses as they are considered the primary unknowns. Another numerical scheme for dealing with incompressibility is the finite volume method. Bijelonja et al. [38] developed a finite volume based method for incompressible linear elasticity using the solution of the integral form of the governing equations and the introduction of pressure as an additional variable. Considering several numerical examples, they concluded that such numerical methods are locking free.

Geometric ideas were first introduced in numerical electromagnetism (see [39] and references therein). Here the idea is to use some techniques from differential geometry, algebraic topology, and discrete exterior calculus to write the governing equations and constraints in terms of appropriate geometric entities and then look for the solutions in a proper solution space that satisfies the required constraints. The main advantage of such methods is that by construction they are free of traditional numerical artifacts such as loss of energy or momenta. Hirani et al. [40] used discrete exterior calculus to obtain a numerical method for Darcy flow. They used flux and pressure, which are considered to be differential forms, as the primal unknowns and then the numerical method was derived by using the framework provided by discrete exterior calculus for discretizing differential forms and operators that act on forms. Pavlov et al. [41] proposed a structure-preserving discretization scheme for incompressible fluids. Their main idea is that instead of discretizing spatial velocity, one can discretize push-forward of real-valued functions and the Lie derivative operator. They showed that the space of discrete push-forwards is the space of orthogonal, signed doubly-stochastic matrices and the space of discretized Lie derivatives is the space of antisymmetric null-column matrices. They obtained a discrete in space and continuous in time version of Euler equations using the Lagranged'Alembert principle for their discrete Lagrangian and then constructed a fully discrete variational integrator by defining a space-discrete/time-discrete Lagrangian.

The problem with elasticity is that unlike electromagnetism that only requires differential forms one needs to consider various types of tensors for elasticity. There have been recent efforts in the literature in geometrizing discrete elasticity. Chao et al. [42] used geometric ideas to introduce an integrator for nonlinear elasticity. Kanso et al. [43] used bundle-valued differential forms for geometrization of stress. Assuming the existence of some discrete scalarvalued and vector-valued discrete differential forms, Yavari [44] presented a discrete theory with ideas for developing a numerical geometric theory. In the present work, we introduce a geometric structure-preserving scheme for linearized incompressible elasticity. First, we show that in the smooth case, the governing equations of incompressible elasticity can be obtained using Hamilton's principle over the space of divergence-free vector fields without using Lagrange multipliers. Then, we develop a discrete theory for linearized elasticity by assuming the domain to be a simplicial complex and choosing a discrete displacement field, which is a primal vector field, as our primary unknown. Thus, we do not need to worry about compatibility equations. Then, we use a discrete definition of
divergence to specify the space of discrete divergence-free vector fields over a simplicial mesh and choose this space as our solution space. Motivated by the Lagrangian structure of the smooth case, we define a discrete Lagrangian and use Hamilton's principle over the discrete solution space without using Lagrange multipliers. We observe that pressure gradient appears in the discrete governing equations. Finally, we use the discrete Laplace-Beltrami operator to obtain the discrete pressure - a dual 0 -form. This can be thought of as a geometric justification for the known fact that using different function spaces for pressure and displacement is crucial for obtaining robust numerical schemes for incompressible elasticity. Finally, we consider some numerical examples that suggest that our method is free of locking and checkerboarding of pressure.

The approach that we use for imposing the incompressibility constraint is equivalent to the method of Lagrange multipliers for obtaining the mixed formulation of incompressible elasticity. We directly use the space of discrete divergence-free displacements given by the DEC theory. This is the deviation of our approach from the FE method: The definition of the discrete divergence implies a specific linear interpolation for displacements. However, we are free to choose other interpolation methods for the displacement field when we calculate the kinetic and elastic energies. Therefore, unlike the FE method, we simultaneously use three different discrete solution spaces for the displacement field, in general. Similar to the mixed FE formulations, discrete solution spaces for the displacement field should be compatible with each other and with the discrete space of the pressure field to obtain a stable numerical scheme. Our numerical examples suggest that a choice of discrete spaces given by $\mathbb{P}_{1}$ polynomials over primal meshes for the incompressibility constraint, $\mathbb{P}_{1}$ polynomials over support volumes for the elastic energy, and $\mathbb{P}_{0}$ polynomials over primal meshes for the pressure field is a compatible choice.

This paper is structured as follows. In §2 we review incompressible linear and nonlinear elasticity, their geometries, and their variational structures. In particular, we derive the governing equations of incompressible finite and linearized elasticity using Hamilton's principle without using Lagrange multipliers by a direct use of the configuration manifold of incompressible elasticity and the Hodge decomposition theorem. Discrete exterior calculus (DEC) specialized to elasticity applications is reviewed in §3. Discrete configuration manifold of 2D incompressible linearized elasticity is studied in detail in $\S 4$. In $\S 5$, kinetic and elastic energies of a discretized linear elastic body are written in the language of DEC. Using Hamilton's principle in the discrete configuration manifold of discrete incompressible linearized elasticity then gives the discrete Euler-Lagrange equations. Numerical examples in §6 demonstrate the efficiency and lack of any volume locking in our geometric scheme. Conclusions and future directions are discussed in §7.

## 2. Incompressible elasticity

In this section, we first review some basic topics in finite and linearized incompressible elasticity. In particular, we study their variational structure and show that the governing equations of incompressible elasticity can be obtained using the variational principle over the space of volume-preserving motions.

### 2.1. Incompressible finite elasticity

Here, we first review some preliminaries on finite elasticity and then study the variational structure of incompressible finite elasticity, see [45,46] for more details. Let an $m$-dimensional Riemannian manifold ( $\mathcal{B}, \mathbf{G}$ ) with local coordinates $\left\{X^{A}\right\}$ be the material manifold for an elastic body, i.e., in this manifold the body is stress
free. ${ }^{1}$ We assume that ambient space is another Riemannian manifold ( $\mathcal{S}, \mathbf{g}$ ) of dimension $n \geqslant m$ with local coordinates $\left\{x^{a}\right\}$. Here for the sake of simplicity, we assume that $m=n$. We use $(., .)_{G}$ and $(., .)_{g}$ to denote the inner product using the metrics $\mathbf{G}$ and $\mathbf{g}$, respectively. Motion is a diffeomorphism $\varphi: \mathcal{B} \times \mathbb{R} \rightarrow \mathcal{S}$. If we define $\varphi_{t}:=\varphi(\cdot, t): \mathcal{B} \rightarrow \mathcal{S}$, then we note that $\varphi_{t}(\mathcal{B}) \subset \mathcal{S}$ is a submanifold of $\mathcal{S}$ and hence it inherits the metric structure of $\mathcal{S}$. Let $\varphi_{X}:=\varphi(X, \cdot): \mathbb{R} \rightarrow \mathcal{S}$. Then $\varphi_{X}(t)$ specifies a curve in $\mathcal{S}$ and so we can define the following vector field covering $\varphi_{t}$ :
$\mathbf{V}(X, t)=\varphi_{X^{*}} \frac{d}{d t}=T_{t}\left(\varphi_{X}\right) \cdot \frac{d}{d t}=\frac{\partial \varphi_{(X, t)}}{\partial t}$,
where the linear mapping $T_{t} \varphi_{X}$ is the derivative of $\varphi_{X}$ at point $t$ and $\frac{d}{d t}$ is the unit vector in the tangent space of $\mathbb{R}$ at $t$. This vector field is called material velocity. If we push forward $\mathbf{V}$, we obtain the spatial velocity $\mathbf{v}$, which is a vector field on $\varphi_{t}(\mathcal{B})$ given by $\mathbf{v}(x, t)=\mathbf{V}\left(\varphi_{t}^{-1}(x), t\right)$. Similarly, one can define the material acceleration $\mathbf{A}$ and the spatial acceleration $\mathbf{a}$ as
$\mathbf{A}(X, t)=\frac{\partial \mathbf{V}(X, t)}{\partial t}, \quad \mathbf{a}(x, t)=\mathbf{A}\left(\varphi_{t}^{-1}(x), t\right)$.
A motion $\varphi$ is called volume preserving if for every nice set $\mathcal{U} \subset \mathcal{B}$ we have
$\int_{\varphi_{t}(\mathcal{U})} d v=\int_{\mathcal{U}} d V$,
where $\mathcal{U}$ is an open set with a piecewise $C^{1}$ boundary $\partial \mathcal{U}$ and $d V=\sqrt{\operatorname{det} \mathbf{G}} \boldsymbol{d} X^{1} \wedge \cdots \wedge \boldsymbol{d} X^{n}$ and $d v=\sqrt{\operatorname{det} \mathbf{g}} \boldsymbol{d} x^{1} \wedge \cdots \wedge \boldsymbol{d} x^{n}$ are the volume forms of $\mathcal{B}$ and $\mathcal{S}$, respectively. If $\varphi(X, t)$ is a volume-preserving motion then $\operatorname{div} \mathbf{v}=0$ and its Jacobian $J(X, t)=1$, where Jacobin is defined as $J=\sqrt{\operatorname{det} \mathbf{g} / \operatorname{det} \mathbf{G}} \operatorname{det} \mathbf{F}$, with $\mathbf{F}=T_{X} \varphi_{t}$. Balance of linear momentum reads
$\rho_{0} \mathbf{A}=\rho_{0} \mathbf{B}+\operatorname{Div} \mathbf{P}$,
where $\rho_{0}=\rho_{0}(X)$ denotes mass density of $\mathcal{B}, \mathbf{B}$ is the body force, and $\mathbf{P}$ is the first Piola-Kirchhoff stress tensor. The right CauchyGreen deformation tensor is defined as $\mathbf{C}=\mathbf{F}^{\top} \mathbf{F}=\varphi_{t}^{*} \mathbf{g}$. In this work, we consider hyperelastic materials, i.e. we assume existence of a stored energy function $W=W(X, \mathbf{G}, \mathbf{F}, \mathbf{g})$ or $W=W(X, \mathbf{C})$. For such materials we have the following identity
$\mathbf{P}=\rho_{0} \mathbf{g}^{\sharp} \frac{\partial W}{\partial \mathbf{F}}$.
In the next section, we study the variational structure of incompressible finite elasticity.

### 2.1.1. Variational structure of incompressible finite elasticity

Let $\partial_{d} \mathcal{B}$ denote the subset of $\partial \mathcal{B}$ on which essential boundary conditions are imposed, i.e., $\left.\varphi\right|_{\partial_{d}}=\varphi_{d}$, and let $\partial_{\tau} \mathcal{B}$ be the portion of $\partial \mathcal{B}$ on which natural boundary conditions $\tau=\left\langle\mathbf{P}, \mathbf{N}^{\mathbf{}}\right\rangle$ are imposed, where $\mathbf{N}$ is the outward unit vector field normal to $\partial \mathcal{B}, \tau$ is the traction vector, and $\langle$,$\rangle denotes the natural pairing of a vector$ and a form, i.e., contraction of a covariant index of one tensor with a contravariant index of another tensor. We define the space of configurations of $\mathcal{B}$ to be
$\mathcal{C}=\left\{\psi: \mathcal{B} \rightarrow \mathcal{S} \mid \psi=\varphi_{d}\right.$ on $\left.\partial_{d} \mathcal{B}\right\}$,
where $\varphi_{d}$ denotes the essential boundary condition on $\partial_{d} \mathcal{B}$. One can show that $\mathcal{C}$ is a $C^{\infty}$ infinite-dimensional manifold [50]. A tangent vector to a configuration $\psi \in \mathcal{C}$ is the tangent to a curve $c:(-\epsilon, \epsilon) \rightarrow \mathcal{C}$ with $c(0)=\psi$, which is a velocity field $\mathbf{U}$ covering $\psi$ and vanishes on $\partial_{d} \mathcal{B}$. Therefore, we have

[^1]$T \mathcal{C}=\left\{(\psi, \mathbf{U}) \mid \psi \in \mathcal{C}, \quad \mathbf{U}: \mathcal{B} \rightarrow T \psi(\mathcal{B}) \quad\right.$ and $\left.\left.\mathbf{U}\right|_{\partial_{d} \mathcal{B}}=\mathbf{0}\right\}$.
$T \mathcal{C}$ is usually called the space of variations. Let $H^{s}=W^{s, 2}$ be the Sobolev space consisting of all mappings $\xi: \mathcal{B} \rightarrow \mathcal{S}$ such that $\xi$ and all its derivatives up to order $s$ belong to the Hilbert space $L^{2}$. ${ }^{2}$ Note that by defining an appropriate inner product on $H^{5}$, it is possible to show that $H^{s}$ is a Hilbert space [3]. The configuration space for incompressible elasticity is
$\mathcal{C}_{\text {vol }}=\{\psi \in \mathcal{C} \mid J(\psi)=1\}$.
Ebin and Marsden [50] showed that if $\mathcal{C} \subset H^{s}$ then $\mathcal{C}_{v o l}$ is a smooth submanifold of $\mathcal{C}$. The tangent space of $\mathcal{C}_{\text {vol }}$ at a configuration $\psi \in \mathcal{C}_{\text {vol }}$ is
$T_{\psi} \mathcal{C}_{\text {vol }}=\left\{\mathbf{U} \in T_{\psi} \mathcal{C} \mid \operatorname{div}\left(\mathbf{U} \circ \psi^{-1}\right)=0\right\}$.
For unconstrained finite elasticity, the Lagrangian $L: T \mathcal{C} \rightarrow \mathbb{R}$ is defined as
$L(\varphi, \mathbf{V})=K-V$,
where
$K(\mathbf{V})=\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(\mathbf{V}, \mathbf{V})_{g} d V=\frac{1}{2} \int_{\mathcal{B}} \rho_{0}\|\mathbf{V}\|_{g}^{2} d V$,
$V(\varphi)=\int_{\mathcal{B}} \rho_{0} W(X, \mathbf{F}) d V+\int_{\mathcal{B}} \rho_{0} \mathcal{V}_{\mathbf{B}}(\varphi) d V+\int_{\partial_{\tau} \mathcal{B}} \mathcal{V}_{\tau}(\varphi) d A$,
with $D_{\varphi} \mathcal{V}_{\tau}=-\tau$ and $D_{\varphi} \mathcal{V}_{\mathbf{B}}=-\mathbf{B}$, where $\mathbf{B}(X, t)=\mathbf{b}(\varphi(X, t), t)$ is the material body force and $D_{\varphi}$ denotes derivative with respect to $\varphi$. Note that in Euclidian space, one can consider dead loads as $\mathcal{V}_{\tau}(\varphi)=-(\boldsymbol{\tau}, \varphi)_{g}$ and $\mathcal{V}_{\mathbf{B}}(\varphi)=-(\mathbf{B}, \varphi)_{g}$. By setting $\delta \int_{0}^{T} L d t=0$ in the time interval $[0, T]$, one obtains the Euler-Lagrange equations for finite elasticity. For unconstrained finite elasticity, the Euler-Lagrange equations are equivalent to the weak form and the strong form of the governing field equations of nonlinear elasticity [45].

For incompressible finite elasticity we require $\delta \int_{0}^{T} L d t=0$ over volume-preserving motions. To solve this problem, one needs to impose the constraint $J=1$. This can be done by directly imposing the constraint into the Lagrangian using the Lagrange multipliers [51]. An alternative approach, which is more in line with our discretization philosophy, is to consider the Lagrangian (10) on $T \mathcal{C}_{v o l}$ instead of $T \mathcal{C}$ as follows [45] (see also [41] for a similar treatment of incompressible perfect fluids). We want to find a curve $\varphi_{t} \in \mathcal{C}_{v o l}$ on the time interval $[0, T]$ with $\varphi_{0}=\operatorname{Id}_{\mathcal{B}}\left(\operatorname{Id}_{\mathcal{B}}: \mathcal{B} \rightarrow \mathcal{B}\right.$ is the identity map) and $\varphi_{T}=\tilde{\varphi} \in \mathcal{C}_{\text {vol }}$ such that
$I=\delta \int_{0}^{T} L\left(\varphi_{t}\right) d t=0$.
Let $\varphi_{t, s} \in \mathcal{C}_{v o l}$ be a variation field such that $\varphi_{t, 0}=\varphi_{t}$ and $\delta \varphi=\left.\frac{d}{d s}\right|_{s=0} \varphi_{t, s}$ is a vector field in $T \mathcal{C}_{v o l}$. We consider proper variations, and therefore, $\varphi_{0, s}=\varphi_{0}$ and $\varphi_{T, S}=\tilde{\varphi}$. Then, (12) is equivalent to
$I=\left.\left(\frac{d}{d s} \int_{0}^{T} L\left(\varphi_{t, s}, \dot{\varphi}_{t, s}\right) d t\right)\right|_{s=0}=0$.
We have

$$
\begin{align*}
L\left(\varphi_{t, s}, \dot{\varphi}_{t, s}\right)= & \int_{\mathcal{B}}\left\{\frac{1}{2} \rho_{0}\left(\dot{\varphi}_{t, s}, \dot{\varphi}_{t, s}\right)_{g}-\rho_{0} W\left(X, T_{X} \varphi_{t, s}\right)-\rho_{0} \mathcal{V}_{\mathbf{B}}\left(\varphi_{t, s}\right)\right\} d V \\
& -\int_{\partial_{\tau} \mathcal{B}} \mathcal{V}_{\tau}\left(\varphi_{t, s}\right) d A \tag{14}
\end{align*}
$$

and therefore, using the metric compatibility and symmetry of the Levi-Civita connection [52], we obtain

[^2]\[

$$
\begin{align*}
I= & \left.\left(\frac{d}{d s} \int_{0}^{T} L\left(\varphi_{t, s}, \dot{\varphi}_{t, s}\right) d t\right)\right|_{s=0}=\int_{0}^{T}\left\{\left.\frac{d}{d s} L\left(\varphi_{t, s}, \dot{\varphi}_{t, s}\right)\right|_{s=0}\right\} d t \\
= & \int_{0}^{T}\left\{\int _ { \mathcal { B } } \left[\rho_{0}\left(\dot{\varphi}_{t}, \nabla_{\frac{\partial}{\partial t}} \delta \varphi\right)_{g}-\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \nabla(\delta \varphi)\right\rangle\right.\right. \\
& \left.\left.+\rho_{0}(\mathbf{B}, \delta \varphi)_{g}\right] d V+\int_{\partial_{\tau} \mathcal{B}}(\tau, \delta \varphi)_{g} d A\right\} d t \tag{15}
\end{align*}
$$
\]

where the components of the two-point tensor $\nabla(\delta \varphi)$ read
$(\nabla(\delta \varphi))^{a}{ }_{A}=(\delta \varphi)^{a}{ }_{\mid A}=\frac{\partial(\delta \varphi)^{a}}{\partial X^{A}}+(\delta \varphi)^{k} \gamma_{k l}^{a} F_{A}^{l}$,
with $\gamma_{k l}^{a}$ denoting the Christoffel symbols of the coordinate system $\left\{x^{a}\right\}$ on $\mathcal{S}$ and
$\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \nabla(\delta \varphi)\right\rangle=\rho_{0}\left(\frac{\partial W}{\partial \mathbf{F}}\right)_{a}^{A}(\nabla(\delta \varphi))^{a}{ }_{A}$.
Because of metric compatibility of the Levi-Civita connection, we have

$$
\begin{equation*}
\left(\dot{\varphi}_{t}, \nabla_{\frac{\partial}{\partial t}} \delta \varphi\right)_{g}=\frac{d}{d t}\left(\dot{\varphi}_{t}, \delta \varphi\right)_{g}-\left(\nabla_{\frac{\partial}{\partial t}} \dot{\varphi}_{t}, \delta \varphi\right)_{g} . \tag{18}
\end{equation*}
$$

As we consider proper variations, substitution of (18) into (15) yields

$$
\begin{align*}
I= & -\int_{0}^{T}\left\{\int_{\mathcal{B}}\left[\rho_{0}(\mathbf{A}-\mathbf{B}, \delta \varphi)_{g}+\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \nabla(\delta \varphi)\right\rangle\right] d V\right. \\
& \left.-\int_{\partial_{\tau} \mathcal{B}}(\tau, \delta \varphi)_{g} d A\right\} d t \tag{19}
\end{align*}
$$

The integrand of $I$ is continuous and $T$ is arbitrary, so setting $I=0$ results in
$\int_{\mathcal{B}}\left[\rho_{0}(\mathbf{A}-\mathbf{B}, \delta \varphi)_{g}+\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \nabla(\delta \varphi)\right\rangle\right] d V-\int_{\partial_{\tau} \mathcal{B}}(\boldsymbol{\tau}, \delta \varphi)_{g} d A=0$.

Eq. (20) is called the weak form of the field equations of incompressible finite elasticity. Now observe that

$$
\begin{align*}
\operatorname{Div}\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \delta \varphi\right\rangle= & \left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \nabla(\delta \varphi)\right\rangle \\
& +\left\langle\operatorname{Div}\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right), \delta \varphi\right\rangle \tag{21}
\end{align*}
$$

where $\operatorname{Div}\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \delta \varphi\right\rangle=\left[\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)_{a}^{A}(\delta \varphi)^{a}\right]_{\mid A} \quad$ and $\quad\left[\operatorname{Div}\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)\right]_{a}=$ $\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)_{a}{ }^{A}{ }_{\mid A}$. Thus, if $\mathbf{N}$ denotes the unit normal vector field on $\partial \mathcal{B}$, using divergence theorem one concludes that

$$
\begin{align*}
\int_{\partial \mathcal{B}}\left(\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \delta \varphi\right\rangle, \mathbf{N}\right)_{G} d A= & \int_{\mathcal{B}}\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \nabla(\delta \varphi)\right\rangle d V \\
& +\int_{\mathcal{B}}\left\langle\operatorname{Div}\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right), \delta \varphi\right\rangle d V \tag{22}
\end{align*}
$$

We assume that $\partial \mathcal{B}=\partial_{d} \mathcal{B} \cup \partial_{\tau} \mathcal{B}$ and $\partial_{d} \mathcal{B} \cap \partial_{\tau} \mathcal{B}=\varnothing$, and therefore because $\left.\delta \varphi\right|_{\partial_{d}}=0$, we obtain
$\int_{\partial \mathcal{B}}\left(\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \delta \varphi\right\rangle, \mathbf{N}\right)_{G} d A=\int_{\partial_{\tau} \mathcal{B}}\left(\left\langle\rho_{0} \frac{\partial W}{\partial \mathbf{F}}, \delta \varphi\right\rangle, \mathbf{N}\right)_{G} d A$.
Note that we have
$\left[\operatorname{Div}\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)\right]^{\sharp}=\operatorname{Div}\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)^{\sharp}$,
with $\left[\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)^{\sharp}\right]^{a A}=g^{a b}\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)_{b}^{A}$. Substituting (22) and (23) into (20) and using (24) yields

$$
\begin{align*}
& \int_{\mathcal{B}}\left(\rho_{0} \mathbf{A}-\rho_{0} \mathbf{B}-\operatorname{Div}\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)^{\sharp}, \delta \varphi\right)_{g} d V \\
& \quad+\int_{\partial_{\tau} \mathcal{B}}\left(\left\langle\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)^{\sharp}, \mathbf{N}^{b}\right\rangle-\tau, \delta \varphi\right)_{g} d A=0 . \tag{25}
\end{align*}
$$

Therefore, our problem has been reduced to finding $\varphi_{t} \in \mathcal{C}_{\text {vol }}$ that satisfies (25) for every $\delta \varphi \in T_{\mathcal{C}_{v o l}}$. Next, we need to use the following lemma.

Lemma 2.1. Let $\xi$ be a vector field on a Riemannian manifold ( $\mathcal{M}, \mathbf{g})$. If for every vector field $\mathbf{w} \in\left\{\mathbf{z}: \mathcal{M} \rightarrow T \mathcal{M}|\operatorname{div} \mathbf{z}=0, \mathbf{z}|_{\partial \mathcal{M}}=0\right\}$ we have $\int_{\mathcal{M}}(\xi, \mathbf{w})_{g} d v=0$, then there exists a function $p: \mathcal{M} \rightarrow \mathbb{R}$ such that $\xi=-\operatorname{div}\left(p \mathbf{g}^{\sharp}\right)$.

Proof. Let $\Omega^{k}(\mathcal{M})$ denote the set of $k$-forms on $\mathcal{M}$ and assume that $\mathcal{M}$ is a compact oriented Riemannian manifold with smooth boundary $\partial \mathcal{M}$. The inner product of $k$-forms $\boldsymbol{\alpha}, \boldsymbol{\beta} \in \Omega^{k}(\mathcal{M})$ is defined as
$(\boldsymbol{\alpha}, \boldsymbol{\beta})_{g}=\int_{\mathcal{M}} \boldsymbol{\alpha} \wedge(* \boldsymbol{\beta})=\int_{\mathcal{M}}\left\langle\boldsymbol{\alpha}, \boldsymbol{\beta}^{\sharp}\right\rangle d v$,
where $*: \Omega^{k}(\mathcal{M}) \rightarrow \Omega^{n-k}(\mathcal{M})$ is the Hodge star operator. The Hodge decomposition theorem $[50,53]$ states that $\Omega^{k}(\mathcal{M})$ has the following orthogonal decomposition
$\Omega^{k}(\mathcal{M})=\mathbf{d}\left(\Omega^{k-1}(\mathcal{M})\right) \oplus \mathfrak{D}_{t}^{k}(\mathcal{M})$,
where
$\mathbf{d}\left(\Omega^{k-1}(\mathcal{M})\right)=\left\{\boldsymbol{\alpha} \in \Omega^{k}(\mathcal{M}) \mid \exists \boldsymbol{\beta} \in \Omega^{k-1}(\mathcal{M})\right.$ s.t. $\left.\boldsymbol{\alpha}=\mathbf{d} \boldsymbol{\beta}\right\}$,
$\mathfrak{D}_{t}^{k}(\mathcal{M})=\left\{\boldsymbol{\alpha} \in \Omega_{t}^{k}(\mathcal{M}) \mid \boldsymbol{\delta} \boldsymbol{\alpha}=0\right\}$,
with d: $\Omega^{k}(\mathcal{M}) \rightarrow \Omega^{k+1}(\mathcal{M})$ and $\boldsymbol{\delta}: \Omega^{k+1}(\mathcal{M}) \rightarrow \Omega^{k}(\mathcal{M})$ denoting the exterior derivative and codifferential operators, respectively, and
$\Omega_{t}^{k}(\mathcal{M})=\left\{\boldsymbol{\alpha} \in \Omega^{k}(\mathcal{M}) \mid \boldsymbol{\alpha}\right.$ is tangent to $\left.\partial \mathcal{M}\right\}$.
Note that the $k$-form $\boldsymbol{\alpha} \in \Omega^{k}(\mathcal{M})$ is tangent to $\partial \mathcal{M}$ if the normal part $\boldsymbol{\alpha}_{n}=i^{*}(* \boldsymbol{\alpha})$ is zero, where $i: \partial \mathcal{M} \hookrightarrow \mathcal{M}$ is the inclusion map [53]. ${ }^{3}$ Thus, if $\xi$ is a vector field on $\mathcal{M}$, then the one-form $\xi^{\prime}$ can be written as
$\xi^{b}=-\mathbf{d} p+\gamma$,
where $p: \mathcal{M} \rightarrow \mathbb{R}$ is a smooth function, $\delta \boldsymbol{\gamma}=0$, and $\boldsymbol{\gamma}^{\sharp}$ is parallel to $\partial \mathcal{M}$, i.e., $\gamma^{\sharp}(q) \in T_{q}(\partial \mathcal{M})$ for $q \in \partial \mathcal{M}$. Note that $\operatorname{div}\left(\gamma^{\sharp}\right)=-\delta \boldsymbol{\gamma}=0$, and therefore $\gamma^{\sharp}$ is a divergence-free vector field parallel to $\partial \mathcal{M}$. Using (30), we can write the assumption of the lemma as

$$
\begin{align*}
\int_{\mathcal{M}}(\xi, \mathbf{w})_{g} d v & =\int_{\mathcal{M}}\left(\xi^{b}, \mathbf{w}^{\dagger}\right)_{g} d v \\
& =\int_{\mathcal{M}}-\left(\mathbf{d} p, \mathbf{w}^{b}\right)_{g} d v+\int_{\mathcal{M}}\left(\gamma, \mathbf{w}^{b}\right)_{g} d v=0 \tag{31}
\end{align*}
$$

for an arbitrary divergence-free vector field $\mathbf{w}$ that vanishes on $\partial \mathcal{M}$. Therefore, $\mathbf{w}$ is parallel to $\partial \mathcal{M}$ and because the decomposition (27) is orthogonal with respect to the inner product (26), $-\left(\mathbf{d} p, \mathbf{w}^{b}\right)_{g}$ is identically zero and hence (31) is equivalent to $\left(\gamma, \mathbf{w}^{\prime}\right)_{g}=0$, which means that $\gamma=0$ as $\gamma, \mathbf{w}^{\dagger} \in \mathfrak{D}_{t}^{1}(\mathcal{M})$. Thus, we obtain
$\xi^{b}=-\mathbf{d} p$.

[^3]On the other hand, using the identity
$\frac{\partial g^{a b}}{\partial \boldsymbol{x}^{b}}=-g^{c b} \gamma_{c b}^{a}-g^{a c} \gamma_{c b}^{b}$,
one can write
$\left(p g^{a b}\right)_{\mid b}=g^{a b} \frac{\partial p}{\partial x^{b}}+p\left(\frac{\partial g^{a b}}{\partial x^{b}}+g^{c b} \gamma_{c b}^{a}+g^{a c} \gamma_{c b}^{b}\right)=g^{a b} \frac{\partial p}{\partial x^{b}}$,
or equivalently
$\operatorname{div}\left(p \mathbf{g}^{\sharp}\right)=(\mathbf{d} p)^{\sharp}$.
Substituting (35) into (32) yields $\boldsymbol{\xi}=-\operatorname{div}\left(p \mathbf{g}^{\sharp}\right)$. This completes the proof.

Now returning to (25), we note that $\delta \varphi$ is arbitrary and, in particular, it can vanish on the boundary. Hence, the first integral on the left hand side of (25) should vanish. Now by using Lemma 2.1, we conclude that
$\rho_{0} \mathbf{A}-\rho_{0} \mathbf{B}-\operatorname{Div}\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)^{\sharp}=-\operatorname{div}\left(p \mathbf{g}^{\sharp}\right)$,
where the time-dependent function $p: \varphi_{t}(\mathcal{B}) \times \mathbb{R} \rightarrow \mathbb{R}$ is the pressure field. By defining the material pressure field $p_{0}(X, t):=\varphi_{t}^{*} p(X)=p\left(\varphi_{t}(X), t\right)$, and noting that the Jacobian of $\varphi_{t}$ is unity, we can use the Piola identity [45] to write
$\operatorname{div}\left(p \mathbf{g}^{\sharp}\right)=\operatorname{Div}\left(p_{0}\left(\mathbf{F}^{-1}\right)^{\sharp}\right)$,
where $\left(\mathbf{F}^{-1}\right)^{\sharp}$ is the tensor with components $\left(\mathbf{F}^{-1}\right)^{a A}$. Substituting (37) into (36) yields
$\rho_{0} \mathbf{A}=\rho_{0} \mathbf{B}+\operatorname{Div}\left[\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)^{\sharp}-p_{0}\left(\mathbf{F}^{-1}\right)^{\sharp}\right]$,
which are the governing equations of incompressible finite elasticity. Substituting (38) back into (25) and using the divergence theorem results in the natural boundary condition
$\left.\tau\right|_{\partial_{\tau} \mathcal{B}}=\left\langle\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)^{\sharp}-p_{0}\left(\mathbf{F}^{-1}\right)^{\sharp}, \mathbf{N}^{b}\right\rangle$.
Note that $p$ is similar to pressure for perfect fluids and can be considered as the force of the constraint [45]. Also (38) implies that the first Piola-Kirchhoff stress tensor can be written as $\mathbf{P}=\left(\rho_{0} \frac{\partial W}{\partial \mathbf{F}}\right)^{\sharp}-p_{0}\left(\mathbf{F}^{-1}\right)^{\sharp}$.

### 2.2. Incompressible linearized elasticity

In this section we first review some preliminary concepts in linearized elasticity and then study the variational structure of incompressible linearized elasticity formulated on a Riemannian manifold. Here we do not use Lagrange multipliers to enforce the incompressibility constraint. Instead, we confine the displacement field to the set of divergence-free vector fields; motion of an incompressible elastic body extremizes the action function in this space.

Linear elasticity can be considered as the linearization of finite elasticity with respect to a reference motion [45,54]. The linearized Jacobian about the configuration $\stackrel{o}{\varphi}$ reads [45]
$\mathcal{L}_{\varphi}(\mathbf{U})=\stackrel{o}{J}+J_{J}^{o}[(\operatorname{div} \mathbf{u}) \circ \stackrel{o}{\varphi}]$,
where $\mathbf{u}=\mathbf{U} \circ \stackrel{o}{\varphi}{ }^{-1}$ and $\stackrel{o}{J}$ is the Jacobian of $\stackrel{o}{\varphi}$. For an incompressible motion, we have $J=1$, and by choosing $\stackrel{o}{\varphi}$ to be the identity map $\operatorname{Id}_{\mathcal{B}}$, we obtain $1=J(x) \approx J\left(\operatorname{Id}_{\mathcal{B}}\right)+J\left(\operatorname{Id}_{\mathcal{B}}\right) \operatorname{div} \mathbf{u}$, which yields
$\operatorname{Div} \mathbf{U}=\operatorname{div} \mathbf{u}=0$.

Note that (41) is the first-order incompressibility condition, i.e., the incompressibility condition is satisfied up to the first order using (41). Let $\mathbf{u}=u^{a} e_{a}$ be the displacement field. The linearized strain tensor is $\mathbf{e}=\frac{1}{2} \mathscr{Q}_{\mathbf{u}} \mathbf{g}$ with components $e_{a b}=\frac{1}{2}\left(u_{a \mid b}+u_{b \mid a}\right)$. Balance of linear momentum for an isotropic material reads
$\rho \ddot{\mathbf{u}}=\rho \mathbf{b}+\operatorname{div}\left(2 \mu \mathbf{e}^{\sharp}+\lambda(\operatorname{tr} \mathbf{e}) \mathbf{g}^{\sharp}\right) \quad$ in $\mathcal{B}$,
or in components
$\rho \ddot{u}^{a}=\rho b^{a}+\left(2 \mu e^{a b}+\lambda u^{c}{ }_{\mid c} g^{a b}\right)_{\mid b} \quad$ in $\mathcal{B}$,
where $\mu$ and $\lambda$ are Lamé constants with
$\lambda=\frac{E v}{(1+v)(1-2 v)}, \quad \mu=\frac{E}{2(1+v)}$.

### 2.2.1. Variational structure of incompressible linearized elasticity

Let us recall that the stored energy per unit volume, $\mathcal{E}$ of an isotropic linear elastic solid can be written as
$\mathcal{E}=\mu\left\langle\mathbf{e}^{\sharp}, \mathbf{e}\right\rangle+\frac{\lambda}{2}(\operatorname{tr} \mathbf{e})^{2}=\mu e^{a b} e_{a b}+\lambda\left(e_{a}^{a}\right)^{2}$.
Because of metric compatibility of the Levi-Civita connection, we have $(\nabla \mathbf{u})^{b}=\nabla \mathbf{u}^{b}$, or equivalently, $g_{a c}\left(u^{c}{ }_{\mid b}\right)=u_{a \mid b}$, where $\nabla$ denotes the Levi-Civita connection of $g_{a b}$. The incompressibility condition reads $\operatorname{div} \mathbf{u}=u^{a}{ }_{\mid a}=0$. Therefore, for an incompressible motion we can write
$e_{a}^{a}=\frac{1}{2} g^{a b}\left(u_{a \mid b}+u_{b \mid a}\right)=\frac{1}{2} g^{a b}\left(g_{c a} u_{\mid b}^{c}+g_{c b} u_{\mid a}^{c}\right)$

$$
\begin{equation*}
=\frac{1}{2}\left(\delta^{b}{ }_{c} u^{c}{ }_{\mid b}+\delta^{a}{ }_{c} u^{c}{ }_{\mid a}\right)=u^{a}{ }_{\mid a}=0 \tag{46}
\end{equation*}
$$

Thus, the stored energy per unit volume of an incompressible linear elastic body reads
$\mathcal{E}=\mu\left\langle\mathbf{e}^{\sharp}, \mathbf{e}\right\rangle=\mu e^{a b} e_{a b}$.
The Cauchy stress tensor of an isotropic linear elastic body can be written as
$\boldsymbol{\sigma}^{b}=2 \mu \mathbf{e}+\lambda(\operatorname{tr} \mathbf{e}) \mathbf{g}$.
Also we have [45]
$\operatorname{div} \mathbf{u}=\frac{\operatorname{tr} \boldsymbol{\sigma}}{3 k}$,
where $k=(3 \lambda+2 \mu) / 3$. If $v \rightarrow 1 / 2$, then from (44) we see that $k \rightarrow \infty$ and hence $\operatorname{div} \mathbf{u} \rightarrow 0$, i.e., when $v=1 / 2$ any motion is incompressible. However, the converse is not necessarily true because if $\operatorname{tr} \boldsymbol{\sigma}=0$ then motion is incompressible for any $v$. For example, let $x$ and $y$ be the usual Euclidian coordinate system and consider an elastic planar sheet under uniform tension in the $x$-direction and uniform compression of the same magnitude in the $y$-direction. Then, trace of stress vanishes and this sheet undergoes an incompressible (linearized) motion regardless of the value of its Poisson's ratio.

Remark 1. Note that if $v=1 / 2$, then the elasticity tensor is neither pointwise stable nor strongly elliptic [45], which leads to coercivity loss in the weak formulation of the problem [3]. This means that the problem is no longer well posed and this is usually called locking. In this case, usually mixed finite element formulations, i.e., approximating displacement and pressure in different finite element spaces, or constrained finite element formulations are used to obtain well-posed weak forms.

The Lagrangian of a linear incompressible isotropic body is written as $L=K-V$, where
$K=\frac{1}{2} \int_{\mathcal{B}} \rho(\dot{\mathbf{u}}, \dot{\mathbf{u}})_{g} d v, \quad V$

$$
\begin{equation*}
=\int_{\mathcal{B}} \mu e^{a b} e_{a b} d v-\int_{\mathcal{B}} \rho(\mathbf{b}, \mathbf{u})_{g} d v-\int_{\partial_{\tau} \mathcal{B}}(\tau, \mathbf{u})_{g} d a \tag{50}
\end{equation*}
$$

with $\partial \mathcal{B}=\partial_{d} \mathcal{B} \cup \partial_{\tau} \mathcal{B}$, where $\partial_{d} \mathcal{B}$ and $\partial_{\tau} \mathcal{B}$ denote the portions of the boundary on which displacements and traction are specified, respectively. Let $\mathcal{B}$ and $\partial \mathcal{B}$ be compact orientable Riemannian manifolds (we assume that the orientation of $\partial \mathcal{B}$ is induced from that of $\mathcal{B}$ ) and consider the following sets of diffeomorphisms
$\mathcal{D}=\{\psi: \mathcal{B} \rightarrow \mathcal{B} \mid \psi$ is a diffeomorphism $\}$,
$\mathcal{D}_{v o l}=\{\psi \in \mathcal{D} \mid \nmid$ is volume preserving $\}$,
$\mathcal{D}_{q}=\{\psi \in \mathcal{D} \mid \psi(q)=q$ for all $q \in \partial \mathcal{B}\}$,
$\mathcal{D}_{v o l, q}=\mathcal{D}_{v o l} \cap \mathcal{D}_{q}$
and the following sets of vector fields
$\mathfrak{B}=\left\{\mathbf{w}: \mathcal{B} \rightarrow T \mathcal{B} \mid \mathbf{w}(q) \in T_{q}(\partial \mathcal{B})\right.$ for all $\left.q \in \partial \mathcal{B}\right\}$,
$\overline{\mathfrak{U}}=\{\mathbf{w} \in \mathfrak{B} \mid \operatorname{div} \mathbf{w}=0\}$,
$\mathfrak{B}_{0}=\left\{\mathbf{w} \in \mathfrak{B}|\mathbf{w}|_{\partial \mathcal{B}}=0\right\}$,
$\mathfrak{U}_{0}=\left\{\mathbf{w} \in \mathfrak{B}|\operatorname{div} \mathbf{w}=0, \mathbf{w}|_{\partial \mathcal{B}}=0\right\}$,
$\mathfrak{U}=\left\{\mathbf{w}: \mathcal{B} \rightarrow T \mathcal{B}|\operatorname{div} \mathbf{w}=0, \mathbf{w}|_{\partial_{d} \mathcal{B}}=0\right\}$.
Then $\mathcal{D}, \mathcal{D}_{v o l}, \mathcal{D}_{q}$, and $\mathcal{D}_{v o l, q}$ are infinite-dimensional Lie groups (under composition) with infinite-dimensional Lie algebras $\mathfrak{B}, \overline{\mathfrak{U}}, \mathfrak{B}_{0}$, and $\mathfrak{U}_{0}$, respectively [50]. In fact, $\mathcal{D}_{v o l}$ and $\mathcal{D}_{q}$ are submanifolds (Lie subgroups) of $\mathcal{D}$ and $\mathcal{D}_{v o l, q}$ is a submanifold (Lie subgroup) of $\mathcal{D}_{q}$. Also, we have $\mathfrak{U}_{0} \subset \mathfrak{U}$ and $\mathfrak{U}$ is the tangent space of $\mathcal{C}_{\text {vol }}$ defined in (8) at the identity map [45], and thus it is an infi-nite-dimensional manifold and $\mathbf{u}(t)$ is a curve in $\mathfrak{U}$. For an arbitrary $\mathbf{w} \in \mathfrak{U}$, let $\mathbf{h}_{s}(t)=\mathbf{u}(t)+s \mathbf{w}(t)$ be the variational field for $\mathbf{u}(t) .{ }^{4}$ The Lagrangian for the variation field reads

$$
\begin{align*}
L(s)= & \frac{1}{2} \int_{\mathcal{B}} \rho(\dot{\mathbf{u}}+s \dot{\mathbf{w}}, \dot{\mathbf{u}}+s \dot{\mathbf{w}})_{g} d v \\
& -\int_{\mathcal{B}} \mu\left\langle\mathbf{e}^{\sharp}+s \mathbf{e}_{w}^{\sharp}, \mathbf{e}+s \mathbf{e}_{w}\right\rangle d v+\int_{\mathcal{B}} \rho(\mathbf{b}, \mathbf{u}+s \mathbf{w})_{g} d v \\
& +\int_{\partial_{\tau} \mathcal{B}}(\tau, \mathbf{u}+s \mathbf{w})_{g} d a, \tag{53}
\end{align*}
$$

where the components of the tensor $\mathbf{e}_{w}=\frac{1}{2} \mathscr{L}_{w} \mathbf{g}$ are given by
$\left(\mathbf{e}_{\mathbf{w}}\right)_{a b}=\frac{1}{2}\left(w_{a \mid b}+w_{b \mid a}\right)$.
The true motion of a linear incompressible elastic solid satisfies $\delta \int_{0}^{T} L d t=0$ over $\mathfrak{l}$, i.e.

$$
\begin{align*}
\delta \int_{0}^{T} L d t & =\left.\frac{d}{d s}\left(\int_{0}^{T} L d t\right)\right|_{s=0}=\int_{0}^{T}\left\{\int _ { \mathcal { B } } \left[\rho(\dot{\mathbf{u}}, \dot{\mathbf{w}})_{g}+\rho(\mathbf{b}, \mathbf{w})_{g}\right.\right. \\
& \left.\left.-2 \mu e^{a b}\left(\mathbf{e}_{\mathbf{w}}\right)_{a b}\right] d v+\int_{\partial_{\tau} \mathcal{B}}(\tau, \mathbf{w})_{g} d a\right\} d t \\
& =-\int_{0}^{T}\left\{\int_{\mathcal{B}}\left[\rho(\ddot{\mathbf{u}}-\mathbf{b}, \mathbf{w})_{g}+2 \mu e^{a b}\left(\mathbf{e}_{\mathbf{w}}\right)_{a b}\right] d v\right. \\
& \left.-\int_{\partial_{\tau} \mathcal{B}}(\tau, \mathbf{w})_{g} d a\right\} d t+\left.(\dot{\mathbf{u}}, \mathbf{w})_{g}\right|_{0} ^{T}=0 . \tag{55}
\end{align*}
$$

As we consider proper variations, i.e., $\mathbf{w}(0)=\mathbf{w}(T)=0$, and the integrand of the time integral is continuous, we obtain the following weak form for the linearized incompressible motion
$\int_{\mathcal{B}}\left[\rho(\ddot{\mathbf{u}}-\mathbf{b}, \mathbf{w})_{g}+2 \mu e^{a b}\left(\mathbf{e}_{\mathbf{w}}\right)_{a b}\right] d v-\int_{\partial_{\tau} \mathcal{B}}(\tau, \mathbf{w})_{g} d a=0$.
Next, we use the following relation that can be verified by direct substitution:
$\operatorname{div}\left\langle 2 \mu \mathbf{e}^{\sharp}, \mathbf{w}^{b}\right\rangle=2 \mu\left\langle\mathbf{e}^{\sharp}, \mathbf{e}_{\mathbf{w}}\right\rangle+\left\langle\operatorname{div}\left(2 \mu \mathbf{e}^{\sharp}\right), \mathbf{w}^{b}\right\rangle$.

[^4]Using (57) and the divergence theorem and because $\left.\mathbf{w}\right|_{\partial_{d} \mathcal{B}}=\mathbf{0}$, we obtain

$$
\begin{align*}
\int_{\partial_{\mathcal{H}} \mathcal{B}}\left(\left\langle 2 \mu \mathbf{e}^{\sharp}, \mathbf{w}^{b}\right\rangle, \mathbf{n}\right)_{g} d a= & \int_{\partial \mathcal{B}}\left(\left\langle 2 \mu \mathbf{e}^{\sharp}, \mathbf{w}^{b}\right\rangle, \mathbf{n}\right)_{g} d a \\
= & \int_{\mathcal{B}} 2 \mu\left\langle\mathbf{e}^{\sharp}, \mathbf{e}_{\mathbf{w}}\right\rangle d v \\
& +\int_{\mathcal{B}}\left(\operatorname{div}\left(2 \mu \mathbf{e}^{\sharp}\right), \mathbf{w}\right)_{g} d v, \tag{58}
\end{align*}
$$

where $\mathbf{n}$ is the unit outward normal vector field for $\partial \mathcal{B}$. In components this reads
$\int_{\partial_{\tau} \mathcal{B}} 2 \mu e^{a b} w_{b} n_{a} d a=\int_{\mathcal{B}} 2 \mu e^{a b}\left(\mathbf{e}_{\mathbf{w}}\right)_{a b} d v+\int_{\mathcal{B}}\left(2 \mu e^{a b}\right)_{\mid a} w_{b} d v$.
Substituting (58) into (56) yields
$\int_{\mathcal{B}}\left(\rho \ddot{\mathbf{u}}-\rho \mathbf{b}-\operatorname{div}\left(2 \mu \mathbf{e}^{\sharp}\right), \mathbf{w}\right)_{g} d v+\int_{\partial \mathcal{B}}\left(\left\langle 2 \mu \mathbf{e}^{\sharp}, \mathbf{n}^{b}\right\rangle-\tau, \mathbf{w}\right)_{g} d a=0$.
Suppose $\mathbf{w} \in \mathfrak{U l}_{0} \subset \mathfrak{U}$, then the second term on the left hand side of (60) is identically zero and hence by Lemma 2.1 , we obtain
$\rho \ddot{\mathbf{u}}=\rho \mathbf{b}+\operatorname{div}\left(2 \mu \mathbf{e}^{\sharp}-p \mathbf{g}^{\sharp}\right) \quad$ in $\mathcal{B}$,
where the time-dependent function $p: \mathcal{B} \times \mathbb{R} \rightarrow \mathbb{R}$ is the pressure field. Substituting (61) back into (60) results in
$-\int_{\mathcal{B}}\left(\operatorname{div}\left(p \mathbf{g}^{\sharp}\right), \mathbf{w}\right)_{g} d v+\int_{\partial \mathcal{B}}\left(\left\langle 2 \mu \mathbf{e}^{\sharp}, \mathbf{n}^{b}\right\rangle-\tau, \mathbf{w}\right)_{g} d a=0$.
Using the relation
$\operatorname{div}\left(p \mathbf{g}^{\sharp}, \mathbf{w}\right)_{g}=p \operatorname{div} \mathbf{w}+\left(\operatorname{div}\left(p \mathbf{g}^{\sharp}\right), \mathbf{w}\right)_{g}$
and noting that $\mathbf{w}$ is divergence free, we can use the divergence theorem to write

$$
\begin{align*}
\int_{\mathcal{B}}\left(\operatorname{div}\left(p \mathbf{g}^{\sharp}\right), \mathbf{w}\right)_{g} d v & =\int_{\mathcal{B}} \operatorname{div}\left(p \mathbf{g}^{\sharp}, \mathbf{w}\right)_{g} d v \\
& =\int_{\partial \mathcal{B}}\left(\left\langle\mathbf{g}^{\sharp}, \mathbf{w}^{b}\right\rangle, \mathbf{n}\right)_{g} d a \\
& =\int_{\partial \mathcal{B}}\left(\left\langle p \mathbf{g}^{\sharp}, \mathbf{n}^{b}\right\rangle, \mathbf{w}\right)_{g} d a . \tag{64}
\end{align*}
$$

Substitution of (64) into (62) yields
$\int_{\partial \mathcal{B}}\left(\left\langle 2 \mu \mathbf{e}^{\sharp}-p \mathbf{g}^{\sharp}, \mathbf{n}^{b}\right\rangle-\tau, \mathbf{w}\right)_{g} d a=0$.
Since $\left.\mathbf{w}\right|_{\partial \mathcal{B}}$ is an arbitrary vector field on $\partial \mathcal{B}$ that vanishes on $\partial_{d} \mathcal{B}$, (65) implies that
$\tau=\left\langle 2 \mu \mathbf{e}^{\sharp}-p \mathbf{g}^{\sharp}, \mathbf{n}^{b}\right\rangle \quad$ on $\partial_{\tau} \mathcal{B}$.
Eqs. (61) and (66) are the governing equations and the natural boundary conditions for incompressible linearized elasticity, respectively. In components they read
$\rho \ddot{u}^{a}=\rho b^{a}+\left(2 \mu e^{a b}-p g^{a b}\right)_{\mid b} \quad$ in $\mathcal{B}$,
$\tau^{a}=2 \mu e^{a b} n_{b}-p g^{a b} n_{b} \quad$ on $\partial_{\tau} \mathcal{B}$.

Remark 2. We observed that the case $v=1 / 2$ corresponds to an incompressible motion, and therefore it satisfies the governing equations of incompressible elasticity. On the other hand, we know that $v=1 / 2$ should satisfy Eq. (42) as well. But there is no pressure in the compressible equations and one may wonder how the compressible and incompressible governing equations can be reconciled for this special case. Let $v \rightarrow 1 / 2$. Then, from (49) we see that div $\mathbf{u} \rightarrow 0$, and using (48) and (46) we conclude that
$\operatorname{tr} \boldsymbol{\sigma}=2 \mu \operatorname{tr} \mathbf{e}+3 \lambda \operatorname{tr} \mathbf{e} \rightarrow 3 \lambda \operatorname{tr} \mathbf{e}$.
Equivalently, by assuming that $\operatorname{tr} \boldsymbol{\sigma}$ is bounded and defining $p=-\operatorname{tr} \sigma / 3$, we can write
$\lambda \operatorname{tr} \mathbf{e} \rightarrow-p$.
Substituting (70) into (48) and (42) results in the balance of linear momentum for incompressible linearized elasticity. Therefore, we have shown that balance of linear momentum for compressible and incompressible linearized elasticity are the same for $v=1 / 2$.

Remark 3. The solution space for incompressible fluids is similar to that of incompressible linearized elasticity. Consider the motion of an incompressible fluid in a Riemannian manifold $\mathcal{M}$. The spatial velocity of the fluid, $\mathbf{v}$, lies in the set $\mathfrak{F}=\{\mathbf{w}: \mathcal{M} \rightarrow$ $T \mathcal{M} \mid \operatorname{div} \mathbf{w}=0$ and $\left.\mathbf{w}(q) \in T_{q}(\partial \mathcal{M}) \forall q \in \partial \mathcal{M}\right\}$, which is similar to $\mathfrak{l l}$. The variation of the spatial velocity of an incompressible fluid $\delta \mathbf{v}$ satisfies the so-called Lin constraint [55,41], i.e., $\delta \mathbf{v}=\dot{\boldsymbol{\xi}}+[\mathbf{v}, \boldsymbol{\xi}]$, where $\boldsymbol{\xi}$ is an arbitrary divergence-free vector field that vanishes at initial and final times, dot denotes derivative with respect to time, and [,] is the usual bracket of vector fields (Lie bracket).

## 3. Discrete exterior calculus

The idea of discrete exterior calculus (DEC) is to define discrete versions of the smooth operators of exterior calculus such that some important theorems, e.g. the generalized Stokes' theorem and the naturality with respect to pull-backs remain valid. However, the convergence of these discrete operators to their smooth counterparts and, in particular, the correct topology to investigate such convergence is still vague and needs more work [56]. For an introductory discussion on the connections between DEC and other structure-preserving schemes such as finite element exterior calculus and mimetic methods, see [57] and references therein. In this section we review some topics from DEC. First, we need to review some concepts from algebraic topology and for this we mainly follow [58].

### 3.1. Primal meshes

Let $\left\{v_{0}, \ldots, v_{k}\right\}$ be a geometrically independent set in $\mathbb{R}^{N}$, i.e., $\left\{v_{1}-v_{0}, \ldots, v_{k}-v_{0}\right\}$ is a set of linearly independent vectors in $\mathbb{R}^{N}$. The $k$-simplex $\sigma^{k}$ is defined as

$$
\begin{equation*}
\sigma^{k}=\left\{x \in \mathbb{R}^{N} \mid x=\sum_{i=0}^{k} t_{i} a_{i}, \text { where } 0 \leqslant t_{i} \leqslant 1, \sum_{i=0}^{k} t_{i}=1\right\} \tag{71}
\end{equation*}
$$

The numbers $t_{i}$ are uniquely determined by $x$ and are called barycentric coordinates of the point $x$ of $\sigma$ with respect to vertices $v_{0}, \ldots, v_{k}$. The number $k$ is the dimension of $\sigma^{k}$. Any simplex $\sigma^{l}$ spanned by a subset of vertices $\left\{v_{0}, \ldots, v_{k}\right\}$ is called a face of $\sigma^{k}$ and $\sigma^{l} \prec \sigma^{k}$ or $\sigma^{k} \succ \sigma^{l}$ means that $\sigma^{l}$ is a face of $\sigma^{k}$.

A simplicial complex $K$ in $\mathbb{R}^{N}$ is a collection of simplices in $\mathbb{R}^{N}$ such that (i) every face of a simplex of $K$ is in $K$ and (ii) the intersection of any two simplices is either empty or a face of each of them. The largest dimension of the simplices of $K$ is called the dimension of $K$. Fig. 1 shows a 2 -dimensional simplicial complex with • representing its vertices and the solid lines representing its 1 -simplices. A subcomplex of $K$ is a subcollection of $K$ that contains all faces of its elements. The collection of all simplices of $K$ of dimension at most $p$ is called the $p$-skeleton of $K$ and is denoted by $K^{(p)}$. The subset of $\mathbb{R}^{N}$ that is the union of the simplices of $K$ is denoted by $|K|$ and is called the underlying space or the polytope of $K$. The topology on $|K|$ is considered to be the usual subspace topology induced from the ambient space $\mathbb{R}^{N}$. A flat simplicial complex $K$ of


Fig. 1. A primal 2-dimensional simplicial complex (solid lines) and its dual (dashed lines). The primal vertices are denoted by - and the dual vertices by $\circ$. The circumcenter $c([i, j, k])$ is denoted by $c_{i j k}$, etc. The highlighted areas denote the support volumes of the corresponding simplices, for example, $\overline{[i, k]}$ is the support volume of the 1 -simplex $[i, k]$. Note that the support volume of the primal vertex $j$ coincides with its dual $[\bar{j}]$ and support volume of the primal 2 -simplex $[l, m, n]$ coincides with itself.
dimension $n$ in $\mathbb{R}^{N}$ has all its simplices in the same affine $n$-space of $\mathbb{R}^{N}$, i.e., $|K|$ is a subset of an $n$-dimensional subset of $\mathbb{R}^{N}$ that has zero curvature. Here we assume that all simplicial complexes are flat.

A triangulation of a topological space $\mathcal{X}$ is a simplicial complex $K$ with a homeomorphism $\mathfrak{b}:|K| \rightarrow \mathcal{X}$. A differentiable manifold always admits a triangulation [59]. Roughly speaking, triangulation of a differential manifold $\mathcal{M} \subset \mathbb{R}^{N}$ can be considered as a complex $\mathbb{M}=\mathfrak{h}(K)$ that covers $\mathcal{M}$ and its cells, which in general, have curved faces. A triangulation of the polytope $|K|$ is defined to be any simplicial complex $L$ such that $|L|=|K|$.

Any ordering of the vertices of $\sigma^{k}$ defines an orientation for $\sigma^{k}$. We denote the oriented simplex $\sigma^{k}$ by $\left[v_{0}, \ldots, v_{k}\right]$. Two orderings of a simplex $\sigma^{k}$ are equivalent if one is an even permutation of the other. By definition, a zero simplex has only one orientation. One can see that for $1 \leqslant k \leqslant N, \sigma^{k}$ can have two different orientations. The equivalence class of the particular ordering is denoted by $\left(v_{0}, \ldots, v_{k}\right)$. Note that the orientation of $\sigma^{k}$ induces an orientation on the $(k-1)$-faces of $\sigma^{k}$ defined by $\sigma^{k-1}=(-1)^{i}\left[v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{k}\right]$, where $\hat{v}_{i}$ means omit the $i$ th vertex. The ordered collection of vectors $\left(v_{1}-v_{0}, v_{2}-v_{0}, \ldots, v_{k}-v_{0}\right)$ is called a corner basis at $v_{0}$. The span of this basis is called the plane of $\sigma^{k}$ and is denoted by $P\left(\sigma^{k}\right)$. The orientation of two oriented simplices $\sigma$ and $\tau$ that have the same dimension can be compared if and only if either they have the same plane or they share a face of dimension $k-1$. If $P\left(\sigma^{k}\right)=P\left(\tau^{k}\right)$, then $\sigma^{k}$ and $\tau^{k}$ have the same orientation if and only if their corner basis orient their plane identically. If $\sigma^{k}$ and $\tau^{k}$ have a common $k-1$ face, then they have the same orientation if and only if the induced orientation by $\sigma^{k}$ on the common face is opposite to that induced by $\tau^{k}$. If two simplices have the same orientations, we write $\operatorname{sgn}\left(\sigma^{k}, \tau^{k}\right)=+1$, and if they have opposite orientations we write $\operatorname{sgn}\left(\sigma^{k}, \tau^{k}\right)=-1$. If two simplices have different dimensions, their orientations can not be compared.

A manifold-like simplicial complex $K$ of dimension $n$ is a simplicial complex such that $|K|$ is a topological manifold (possibly with boundary) and each simplex of dimension $k$ with $0 \leqslant k \leqslant n-1$ is a face of an $n$-simplex in the simplicial complex. A manifold-like simplicial complex of dimension $n$ is called an oriented manifoldlike simplicial complex if adjacent $n$-simplices have the same orientations (orient the common ( $n-1$ )-face oppositely) and simplices of dimensions $n-1$ and lower are oriented individually. In this work, by the primal mesh we mean a manifold-like oriented simplicial complex.

### 3.2. Dual meshes

Dual complexes have an important rule in many computational fields. The two most common dual complexes are circumcentric and barycentric dual complexes. The barycentric dual has the nice property that it can be defined for any simplicial complex but the circumcentric dual is well-defined only for well-centered simplicial complexes. ${ }^{5}$ This means that in problems for which one needs to consider a simplicial complex that evolves in time, e.g. finite elasticity, circumcentric dual may not be appropriate. On the other hand, the metric-dependent DEC operators have simpler forms in circumcentric duals [56]. The discretization method that we describe in this paper does not depend on the specific choice of a dual complex as far as a consistent DEC theory is available for that choice of the dual complex. Here we consider circumcentric duals in order to present our method using simpler formulas. Note also that we consider linearized elasticity and hence we are working with a fixed mesh.

The circumcenter of a $k$-simplex $\sigma^{k}$ is the unique point $c\left(\sigma^{k}\right)$ that has the same distance from all the $k+1$ vertices of $\sigma^{k}$. If $c\left(\sigma^{k}\right)$ lies in the interior of $\sigma^{k}$, then $\sigma^{k}$ is called a well-centered simplex. A well-centered simplicial complex is a simplicial complex such that all its simplices (of all dimensions) are well-centered. For example, a planar mesh is well-centered if all of its 2 -cells are acute triangles [61]. The (circumcenteric) dual complex for an $n$-dimensional well-centered simplicial complex $K$ is a cell complex $\star K$ with cells $\hat{\sigma}$ defined by the duality operator $\star$ as follows: Given a $k$-simplex $\sigma^{k}$ in $K$, the duality operator gives an $(n-k)$-cell of $\star K$ as

$$
\begin{equation*}
\hat{\sigma}^{n-k}=\star \sigma^{k}=\sum_{\sigma^{k}<\sigma^{k+1}<\ldots<\sigma^{n}} \epsilon\left(\sigma^{k}, \sigma^{k+1}, \ldots, \sigma^{n}\right)\left[c\left(\sigma^{k}\right), c\left(\sigma^{k+1}\right), \ldots, c\left(\sigma^{n}\right)\right], \tag{72}
\end{equation*}
$$ where the coefficients $\epsilon\left(\sigma^{k}, \sigma^{k+1}, \ldots, \sigma^{n}\right)$ are introduced to glue elements with consistent orientations. Sometimes it is possible to define notions similar to those of a simplicial complex for a dual cell. For example, the dual $p$-skeleton of $K$ is the union of the cells of dimension at most $p$ of $\star K$ and is denoted by $K_{(p)}$. Fig. 1 shows a 2-dimensional simplicial complex (solid lines) together with its dual (dashed lines) where • and $\circ$ denote primal and dual vertices, respectively. Note that dual of a primal vertex is a dual 2 -cell, dual of a primal 1 -simplex is a dual 1 -simplex, and dual of a primal 2 simplex is a dual vertex. For example, denoting $c([i, j, k])$ by $c_{i j k}$, etc., the dual of the primal 1 -simplex $[i, k]$ is either $\left[c_{i j k}, c_{o i k}\right]$ or [ $\left.c_{o i k}, c_{i j k}\right]$ depending on the orientation of the primal mesh.

The support volume $\overline{\sigma^{k}}$ of a $k$-simplex $\sigma^{k}$ in an $n$-dimensional complex $K$ is the $n$-dimensional convex hull of the geometric union of $\sigma^{k}$ and $\star \sigma^{k}$, or equivalently
$\overline{\sigma^{k}}=\overline{\star \sigma^{k}}=$ convexhull $\left(\sigma^{k}, \star \sigma^{k}\right) \cap|K|$.
Support volumes of various simplices of a 2-dimensional mesh are shown in Fig. 1, where highlighted regions denote the support volumes.

Now we discuss how to orient a dual cell. This is important in the subsequent work. Suppose $K$ is a well-centered $n$-dimensional primal mesh with the dual $\star K$ and we want to obtain the orientations of the simplices of the dual cell $\hat{\sigma}^{k}$ that are induced from the orientation of the primal mesh. First we consider the case $1 \leqslant k \leqslant n-1$. Let $\sigma^{0}, \sigma^{1}, \ldots, \sigma^{n}$ be primal simplices with $\sigma^{0} \prec \sigma^{1} \prec \ldots \prec \sigma^{n}$ and let the orientation of elementary dual simplices be $s\left[c\left(\sigma^{k}\right), \ldots, c\left(\sigma^{n}\right)\right]$, where $s= \pm 1$, and the value of $s$ is to be determined. As we mentioned earlier, orientations of $\sigma^{k}$ and $\left[c\left(\sigma^{0}\right), \ldots, c\left(\sigma^{k}\right)\right]$ can be compared as they have the same planes. Similarly, one can compare the orientations of $\sigma^{n}$ and

[^5]$\left[c\left(\sigma^{0}\right), \ldots, c\left(\sigma^{n}\right)\right]$. Now let us define
$s=\operatorname{sgn}\left(\left[c\left(\sigma^{0}\right), \ldots, c\left(\sigma^{k}\right)\right], \sigma^{k}\right) \times \operatorname{sgn}\left(\left[c\left(\sigma^{0}\right), \ldots, c\left(\sigma^{n}\right)\right], \sigma^{n}\right)$.
If $k=n$, then the dimension of the dual is 0 and hence it can have only one orientation by definition. For $k=0$ we define $s=\operatorname{sgn}\left(\left[c\left(\sigma^{0}\right), \ldots, c\left(\sigma^{n}\right)\right], \sigma^{n}\right)$. Thus, we note that unlike the primal mesh for which the orientations of the simplices with dimensions less than $n$ are arbitrary, the orientation of none of the simplices of the dual mesh is arbitrary; the dual orientations are induced by the orientation of the primal mesh. The correct orientation of the dual cell is important when we deal with discrete dual forms. In this work by a dual mesh we mean the oriented dual of a well-centered primal mesh. We clarify the previous definitions in the following simple example.

Example 1. (Orienting a 2-dimensional Dual Mesh). Consider the 2-dimensional primal mesh and its circumcentric dual shown in Figs. 2(a) and (b), respectively. The primal mesh is oriented and we want to obtain the induced orientation of the dual mesh. By definition, orientation of 2-simplices of the dual mesh are the same as those of primal 2-simplices and thus the correct orientation of the dual 2-simplices is counterclockwise. Now consider the dual 1simplices. As an example, we obtain the orientation of $\star[3,2]$, which consists of two elementary 1 -simplices with vertices $\left\{c_{123}, c_{32}\right\}$ and $\left\{c_{243}, c_{32}\right\}$. The orientation of these elementary simplices is $s_{1}\left[c_{32}, c_{123}\right]$ and $s_{2}\left[c_{32}, c_{243}\right]$, respectively, where

$$
\begin{align*}
s_{1} & =\operatorname{sgn}\left(\left[2, c_{32}\right],[3,2]\right) \times \operatorname{sgn}\left(\left[2, c_{32}, c_{123}\right],[1,2,3]\right) \\
& =(-1) \times(+1)=-1, \\
s_{2} & =\operatorname{sgn}\left(\left[2, c_{32}\right],[3,2]\right) \times \operatorname{sgn}\left(\left[2, c_{32}, c_{243}\right],[2,4,3]\right) \\
& =(-1) \times(-1)=+1 \tag{75}
\end{align*}
$$

Thus, the correct orientation of $\star[3,2]$ is $\left[c_{123}, c_{243}\right]$. Note that to orient a dual simplex, one needs to orient its elementary duals individually and if the primal mesh is correctly oriented, then these elementary duals will have the same orientations. Similarly, one can obtain the orientations of the other simplices of the dual mesh as is shown in Fig. 2(b). Note that there is an easy rule for orienting dual 1-simplices in $\mathbb{R}^{2}$ : Consider a 1-dimensional face of a primal 2simplex. If the orientation induced on that face by the orientation of the 2 -simplex is the same as the orientation of that face then the direction of the dual of that face points into the 2 -simplex, otherwise it points out of the 2 -simplex.

### 3.3. Discrete vector fields

As will be explained in the next section, we choose the displacement vector field as our primary unknown in incompressible linearized elasticity. Thus, we need to introduce the concept of discrete
vector fields on a flat simplicial mesh. Here, there are at least two possibilities: primal and dual vector fields as follows.

A primal discrete vector field $\mathbf{X}$ on an $n$-dimensional primal mesh $K$ is a map from primal vertices $K^{(0)}$ to $\mathbb{R}^{n}$. The space of primal vector fields is denoted by $\mathfrak{X}_{d}(K)$. One can assume that the value of the primal vector field is constant on each of the $n$-cells of $\star K$. A dual discrete vector field $\mathbf{X}$ on the dual of an $n$-dimensional primal mesh $K$ is a map from dual vertices $K_{(0)}$ to $\mathbb{R}^{n}$. The space of dual vector fields is denoted by $\mathfrak{X}_{d}(\star K)$. One can assume that the value of the dual vector field is constant on each of the $n$-cells of $K$. In Fig. 3, for a 2-dimensional mesh, primal and dual vectors are denoted by arrows on primal vertices • and dual vertices $\circ$, respectively.

### 3.4. Primal and dual discrete forms

In the smooth case, a $k$-form on an $n$-manifold $\mathcal{N}$ is an antisymmetric covariant tensor of order $k$ and the set of $k$-forms on $\mathcal{N}$ is denoted by $\Omega^{k}(\mathcal{N})$. Now we define primal and dual discrete $k$ forms. We need the notion of chains and cochains as follows. A $k$-chain on a simplicial complex $K$ is a function $c_{k}$ from the set of oriented $k$-simplices of $K$ to the integers such that (i) $c_{k}\left(-\sigma^{k}\right)=-c_{k}\left(\sigma^{k}\right)$, and (ii) $c(\sigma)=0$ for all but finitely many oriented $k$-simplices $\sigma$. If we add $k$-chains by adding their values, we obtain the group of (oriented) $k$-chains of $K$, which is denoted by $C_{k}(K)$. If $k<0$ or $k>\operatorname{dim} K, C_{k}(K)$ is defined to be the trivial group. For an oriented simplex $\sigma^{k}$, the elementary chain $c$ corresponding to $\sigma^{k}$ is the function defined as
$c(\tau)=\left\{\begin{array}{l}1, \quad \tau=\sigma^{k}, \\ -1, \quad \tau=-\sigma^{k}, \\ 0, \quad \text { otherwise } .\end{array}\right.$
In the following the symbol $\sigma^{k}$ denotes not only an oriented simplex but also the elementary $k$-chain $c$ corresponding to $\sigma^{k}$. The meaning is always clear from the context. It can be shown that $C_{k}(K)$ is free Abelian, i.e., a basis for $C_{k}(K)$ can be obtained by orienting each $k$-simplex and using the corresponding elementary chains as a basis. A $k$-cochain $c^{k}$ is a homomorphism from the chain group $C_{k}(K)$ to $\mathbb{R}$. The space of k-cochains is denoted by $C^{k}(K)=\operatorname{Hom}\left(C_{k}(K), \mathbb{R}\right)$. A primal discrete $k$-form is a $k$-cochain and the space of discrete $k$-forms on $K$ is denoted by $\Omega_{d}^{k}(K)=C^{k}(K)$. Similarly, one can define the space of dual discrete $k$-forms on $\star K$, which is denoted by $\Omega_{d}^{k}(\star K)$. For a $k$-chain $c_{k} \in C_{k}(K)$ and a $k$-form $\boldsymbol{\alpha}^{k} \in \Omega_{d}^{k}(K)$, we denote the value of $\boldsymbol{\alpha}^{k}$ at $c_{k}$ by $\left\langle\boldsymbol{\alpha}^{k}, c_{k}\right\rangle=\boldsymbol{\alpha}^{k}\left(c_{k}\right)$. Since $C_{k}(K)$ is a free Abelian group, we have $c_{k}=\sum_{i} \hat{c}_{k}^{i} \sigma_{i}^{k}$, where $\hat{c}_{k}^{i}=c_{k}\left(\sigma_{i}^{k}\right) \in \mathbb{Z}$, and summation is over all $k$ simplices of $K$. The $k$-form $\boldsymbol{\alpha}^{k}$ is a linear function of chains, and thus we have
$\left\langle\boldsymbol{\alpha}^{k}, c_{k}\right\rangle=\boldsymbol{\alpha}^{k}\left(\sum_{i} \hat{c}_{k}^{i} \sigma_{i}^{k}\right)=\sum_{i} \hat{c}_{k}^{i} \alpha_{i}$,


Fig. 2. Oriented meshes: (a) primal mesh and (b) associated circumcentric dual mesh. The primal vertices are denoted by $\bullet$ and the dual vertices by o. The circumcenter $c([1,2,3])$ is denoted by $c_{123}$, etc.


Fig. 3. A primal vector field (arrows on primal vertices •) and a dual vector field (arrows on dual vertices $\circ$ ) on a 2 -dimensional mesh. The solid and dashed lines denote the primal and dual meshes, respectively.
where the coefficients $\alpha_{i}=\boldsymbol{\alpha}^{k}\left(\sigma_{i}^{k}\right) \in \mathbb{R}$ are called the components of the $k$-form. Thus, one can specify any $k$-form by a set of real numbers on $k$-simplices. Similarly, one can define a dual $k$-form. Fig. 4 shows examples of primal and dual 0,1 , and 2 -forms on a 2 -dimensional mesh.

### 3.5. Discrete operators

One of the main goals of this work is to find an appropriate discrete space for displacement field of incompressible linear elasticity, i.e., the discrete space of divergence-free vector fields. Here, we define the discrete divergence using discrete exterior derivative, discrete Hodge star, and discrete flat operator.

Exterior derivative. The discrete exterior derivative is defined as the coboundary operator as follows. A boundary operator $\partial_{k}: C_{k}(K) \rightarrow C_{k-1}(K)$ is a homomorphism defined on each oriented simplex $\sigma^{k}=\left[v_{0}, \ldots, v_{k}\right]$ as
$\partial_{k} \sigma^{k}=\partial_{k}\left[v_{0}, \ldots, v_{k}\right]=\sum_{i=0}^{k}(-1)^{i}\left[v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{k}\right]$.
The coboundary operator $\delta^{k}: C^{k}(K) \rightarrow C^{k+1}(K)$ is defined as
$\left\langle\delta^{k} c^{k}, c_{k+1}\right\rangle=\left\langle c^{k}, \partial_{k+1} c_{k+1}\right\rangle$.
Using the above definitions, one can show that $\partial_{k} \circ \partial_{k+1}=0$ and $\delta^{k+1} \circ \delta^{k}=0$. The sequence
$0 \rightarrow C_{n}(K) \xrightarrow{\partial_{n}} \cdots \xrightarrow{\partial_{k+1}} C_{k}(K) \xrightarrow{\partial_{k}} \cdots \xrightarrow{\partial_{1}} C_{0}(K) \rightarrow 0$,
is called the chain complex induced by the boundary operator. Similarly, the sequence

$$
\begin{equation*}
0 \leftarrow C^{n}(K) \stackrel{\delta^{n-1}}{\leftarrow} \cdots \stackrel{\delta^{k}}{\leftarrow} C^{k}(K) \stackrel{\delta^{k^{k}-1}}{\leftarrow} \cdots \stackrel{\delta^{0}}{\leftarrow} C^{0}(K) \leftarrow 0, \tag{81}
\end{equation*}
$$

is called the cochain complex induced by the coboundary operator. The discrete exterior derivative $\mathbf{d}: \Omega_{d}^{k}(K) \rightarrow \Omega_{d}^{k+1}(K)$ is defined to be the coboundary operator $\delta^{k}$. It follows that $\mathbf{d}^{k+1} \circ \mathbf{d}^{k}=0$. Similarly, one can define discrete exterior derivative over a dual mesh. Let $K$ be an $n$-dimensional primal mesh. Then, the dual boundary operator $\partial_{k}: C_{k}(\star K) \rightarrow C_{k-1}(\star K)$ on each oriented dual simplex $\star \sigma^{n-k}=\star\left[v_{0}, \ldots, v_{n-k}\right]$ is defined as
$\partial_{k} \star\left[v_{0}, \ldots, v_{n-k}\right]=\sum_{\sigma^{n-k+1>} \succ \sigma^{n-k}} S_{\sigma^{n-k+1}} \star \sigma^{n-k+1}$,
where $s_{\sigma^{n-k+1}}= \pm 1$. If $0 \leqslant k \leqslant n-1, s_{\sigma^{n-k+1}}$ is chosen such that $s_{\sigma^{n-k+1}} \sigma^{n-k+1}$ induces the same orientation on $\sigma^{n-k}$ as its original orientation. For $k=n, s_{\sigma^{1}}$ is chosen such that the orientation of $s_{\sigma^{1}} \star \sigma^{1}$ is the same as that induced by $\star \sigma^{0}$ on its geometric boundary. Note that unlike the primal boundary, the dual boundary of a dual cell is not necessarily the same as its geometric boundary. For example, in Fig. 2 the dual boundary of $\star \sigma_{2}^{0}$ is $\left[c_{24}, c_{243}\right]+\left[c_{243}, c_{123}\right]+\left[c_{123}, c_{12}\right]$, which is different from the geometric boundary of $\star \sigma_{2}^{0}$.

The dual discrete exterior derivate $\mathbf{d}: \Omega_{d}^{k}(\star K) \rightarrow \Omega_{d}^{k+1}(\star K)$ is defined to be the dual coboundary operator defined similarly to (79) by using dual boundary operator. There is a major difference between the dual discrete exterior derivative and the primal one as we explain next. Consider primal and dual zero-forms on the planar mesh shown in Fig. 5. Let $\left\{f^{1}, \ldots, f^{4}\right\}$ and $\left\{f^{123}, f^{243}\right\}$ be the values of 0 -forms on primal and dual vertices, respectively. The value of $\mathbf{d} f$ on the primal and dual 1 -simplices are shown in Fig. 5(a) and (b), respectively. In the continuous case, we have $\mathbf{d}(f+a)=\mathbf{d} f$, where $a$ is a real constant. The same is true for a primal 0 -form as the value of $\mathbf{d} f$ is the differences of values at the end points of each primal 1 -simplex. But the value of $\mathbf{d} f$ for dual 1 -simplices with one end on the boundary is not the difference of the values at their end points and thus, for a dual 0 -form we have $\mathbf{d}(f+a) \neq \mathbf{d} f$. As a consequence, the discrete Laplace-Beltrami operator on dual 0 -forms is bijective.

Hodge star. Recall that in the smooth case, the Hodge star operator $*: \Omega^{k}(\mathcal{N}) \rightarrow \Omega^{n-k}(\mathcal{N})$ for a smooth $n$-manifold $\mathcal{N}$, is uniquely defined by the identity [53]
$\boldsymbol{\alpha} \wedge * \boldsymbol{\beta}=\left\langle\boldsymbol{\alpha}, \boldsymbol{\beta}^{\sharp}\right\rangle \boldsymbol{\mu}$,
where $\boldsymbol{\alpha}, \boldsymbol{\beta}$ are $k$-forms and $\boldsymbol{\mu}$ is the volume form for $\mathcal{N}$. For an $n$ dimensional mesh, the discrete Hodge star is defined as follows. Suppose $1 \leqslant k \leqslant n-1$, then the discrete Hodge star operator is a map $*: \Omega_{d}^{k}(K) \rightarrow \Omega_{d}^{n-k}(\star K)$ that for a $k$-simplex $\sigma^{k}$ and a discrete $k$-form $\boldsymbol{\alpha}$, satisfies the identity


Fig. 4. Examples of forms on a 2-dimensional primal mesh (solid lines) and its dual mesh (dashed lines): (a) primal and dual 0-forms, which are real numbers on primal and dual vertices, (b) primal and dual 1 -forms, which are real numbers on primal and dual 1-simplices, and (c) primal and dual 2 -forms, which are real numbers on primal and dual 2-simplices, respectively.


Fig. 5. The discrete 1 -forms $\mathbf{d} f$ obtained from (a) primal and (b) dual 0 -form $f$. The sets $\left\{f^{1}, f^{2}, f^{3}, f^{4}\right\}$ and $\left\{f^{123}, f^{243}\right\}$ are the sets of values of primal and dual 0 -forms, respectively. Note that $f^{123}$ is the value of $f$ at $c([1,2,3])$, etc.
$\frac{1}{\left|\star \sigma^{k}\right|}\left\langle * \boldsymbol{\alpha}, \star \sigma^{k}\right\rangle=\frac{1}{\left|\sigma^{k}\right|}\left\langle\boldsymbol{\alpha}, \sigma^{k}\right\rangle$,
where $\left|\sigma^{k}\right|$ and $\left|\star \sigma^{k}\right|$ denote the volumes of $\sigma^{k}$ and $\star \sigma^{k}$, respectively. Thus, one can obtain the components of the $(n-k)$-form $* \boldsymbol{\alpha}$ using the above relation, which uniquely determines $* \boldsymbol{\alpha}$. Note that the left and right-hand sides of (84) depend on the orientations of the dual and primal meshes, respectively. But as the primal and dual vertices have only one orientation, by definition, for the cases $k=0$ and $k=n$ one side of (84) will be independent of the orientation while the other side changes sign by changing the orientation. Thus, we need to modify the above definition for these cases. For $k=0$ we define
$\frac{1}{s\left|\star \sigma^{0}\right|}\left\langle * \boldsymbol{\alpha}, \star \sigma^{0}\right\rangle=\frac{1}{\left|\sigma^{0}\right|}\left\langle\boldsymbol{\alpha}, \sigma^{0}\right\rangle$,
where we assume the volume of a primal or dual vertex to be +1 , i.e., $\left|\sigma^{0}\right|:=1$, and $s=(-1)^{n-1} \operatorname{sgn}\left(\partial\left(\star \sigma^{0}\right), \star \sigma^{1}\right)$, where an edge $\sigma^{1} \succ \sigma^{0}$ pointing away from $\sigma^{0}$ and $\partial\left(\star \sigma^{0}\right)$ has the orientation induced by $\star \sigma^{0}$. Thus, if the dual of an outgoing 1 -simplex has the same orientation as the orientation induced by $\star \sigma^{0}$, then $s=(-1)^{n-1}$, otherwise $s=(-1)^{n}$. Similarly, if $k=n$ we define
$\frac{1}{\left|\star \sigma^{n}\right|}\left\langle * \boldsymbol{\alpha}, \star \sigma^{n}\right\rangle=\frac{1}{s\left|\sigma^{n}\right|}\left\langle\boldsymbol{\alpha}, \sigma^{n}\right\rangle$,
where the value of $s$ is determined as follows. Consider the induced orientation of $\sigma^{n}$ on an edge $\sigma^{n-1} \prec \sigma^{n}$. If $\star \sigma^{n-1}$ points away from $\star \sigma^{n}$, then $s=(-1)^{n-1}$, otherwise $s=(-1)^{n}$. Note that the above relations can be used to define the discrete Hodge star as a map $*: \Omega_{d}^{k}(\star K) \rightarrow \Omega_{d}^{n-k}(K)$.

Flat operator. One can define different flat operators, for example, a flat operator that associates a dual 1-form to a primal vector field or a primal 1-form to a dual vector field. Here, we need the former case. Note that Hirani [56] denotes this type of flat operator by $b_{\text {pdd }}$. The discrete flat operator on a primal vector field, $b: \mathfrak{X}_{d}(K) \rightarrow \Omega_{d}^{1}(\star K)$ is defined by its operation on dual elementary chains: Given a primal vector field $\mathbf{X}$ and a primal $(n-1)$-simplex $\sigma^{n-1}$, we define
$\left\langle\mathbf{X}^{\dagger}, \star \sigma^{n-1}\right\rangle=\sum_{\sigma^{0} \prec \sigma^{n-1}} \mathbf{X}\left(\sigma^{0}\right) \cdot\left(\star \boldsymbol{\sigma}^{n-1}\right)$,
where $\star \boldsymbol{\sigma}^{n-1}$ is the vector corresponding to $\star \sigma^{n-1}$, i.e., it has the length $\left|\star \sigma^{n-1}\right|$ in the direction of $\star \sigma^{n-1}$, and "." is the usual inner product of $\mathbb{R}^{n}$. Using this definition of flat operator, the primal discrete divergence theorem holds automatically. Also note that discrete flat operator is neither surjective nor injective, see [56] for more discussions.

Divergence. For vector fields on smooth manifolds the following relation holds [53]
$\operatorname{div} \mathbf{X}=-\boldsymbol{\delta} \mathbf{X}^{b}=* \mathbf{d} * \mathbf{X}^{b}$,
where $\boldsymbol{\delta}: \Omega^{k+1}(\mathcal{N}) \rightarrow \Omega^{k}(\mathcal{N})$ is the codifferential operator. Since we have already defined the discrete flat operator, discrete Hodge star, and discrete exterior derivative, we can directly use (88) as the definition of the discrete divergence as follows. Let $\mathbf{X}$ be a primal vector field, then the discrete divergence $\operatorname{div} \mathbf{X}$ is the dual 0 -form given by

$$
\begin{equation*}
\left\langle\operatorname{div} \mathbf{X}, \star \sigma^{n}\right\rangle=* \mathbf{d} * \mathbf{X}^{b} \tag{89}
\end{equation*}
$$

Then, the following divergence theorem holds on a primal mesh, which can be proved by a direct calculation, see Lemma 6.1.6 of [56].

Divergence Theorem on a primal mesh. Let $K$ be an $n$-dimensional primal mesh and $\sigma^{0}$ be one of its primal vertices. Let $\mathbf{X}$ be a primal vector field on the mesh. Then
$\left|\sigma^{n}\right|\left\langle\operatorname{div} \mathbf{X}, \star \sigma^{n}\right\rangle=\sum_{\sigma^{n-1} \prec \sigma^{n}} s_{n-1}\left|\sigma^{n-1}\right|\left(\sum_{\sigma^{0} \prec \sigma^{n-1}} \mathbf{X}\left(\sigma^{0}\right)\right) \cdot \frac{\star \sigma^{n-1}}{\left|\star \sigma^{n-1}\right|}$,
where $s_{n-1}=+1$ if the orientation of $\sigma^{n}$ is such that the dual edges $\star \sigma^{n-1}$ point outwards and $s_{n-1}=-1$ otherwise.

In the next section, we show that the discrete divergence on a planar simply-connected mesh is surjective and use this discrete divergence to characterize the space of discrete displacement fields of incompressible linearized elasticity.

Laplace-Beltrami. The smooth Laplace-Beltrami operator $\Delta: \Omega^{0}(\mathcal{N}) \rightarrow \Omega^{0}(\mathcal{N})$ is defined as $\Delta=$ div $\circ$ grad. As the gradient of a smooth function $f: \mathcal{N} \rightarrow \mathbb{R}$ is $(\mathbf{d} f)^{\sharp}$, we can write
$\Delta f=* \mathbf{d} *\left[(\mathbf{d} f)^{\sharp}\right]^{b}=* \mathbf{d} * \mathbf{d} f$.
We already know the definitions of discrete $\mathbf{d}$ and $*$, and hence we can use (91) to define the primal and dual discrete Laplace-Beltrami operators $\Delta: \Omega_{d}^{0}(K) \rightarrow \Omega_{d}^{0}(K)$ and $\Delta: \Omega_{d}^{0}(\star K) \rightarrow \Omega_{d}^{0}(\star K)$, respectively. Obviously, the smooth $\Delta$ operator is not injective. The same is true for the primal discrete $\Delta$ operator, but as we will show, the dual discrete $\Delta$ operator is bijective. In $\S 5$ we use the dual discrete $\Delta$ operator to calculate the discrete pressure field from the pressure gradient.

### 3.6. Affine interpolation

To define the elastic energy, we need to interpolate the discrete displacement field over support volumes. For this we use the socalled $\mathbb{P}_{1}$ polynomials [3]. Let $\left\{\mathbf{r}^{i} \in \mathbb{R}^{n}\right\}_{i=1, \ldots, n+1}$ be a set of $n+1$ geo-metrically-independent points that are the vertices of the $n$-simplex $\tau^{n}$ and suppose that $\left\{x^{i}\right\}$ is the canonical Euclidean coordinate system for $\mathbb{R}^{n}$. Let $\left\{\mathbf{U}^{i} \in \mathbb{R}^{n}\right\}_{i=1, \ldots, n+1}$ be a primal vector field on these points, i.e., $\mathbf{U}^{i}$ is the value of the vector field at the vertex $\mathbf{r}^{i}$. For $1 \leqslant i \leqslant n+1$, let $\lambda_{i}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ be the associated barycentric coordinates [3]. Then, the interpolating function $\mathfrak{A}: \tau^{n} \rightarrow \mathbb{R}^{n}$ is given by $\mathfrak{A}\left(x^{1}, \ldots, x^{n}\right)=\sum_{i=1}^{n+1} \lambda_{i}\left(x^{1}, \ldots, x^{n}\right) \mathbf{U}^{i}$, and
we have $\mathfrak{A l}\left(\mathbf{r}^{i}\right)=\mathbf{U}^{i}$. Alternatively, it is easier to use the following non-standard form:
$\mathfrak{U}\left(x^{1}, \ldots, x^{n}\right)=\mathbf{q}^{n+1}+\sum_{i=1}^{n} x^{i} \mathbf{q}^{i}$,
where the constant vectors $\mathbf{q}^{i} \in \mathbb{R}^{n}, i=1, \ldots, n+1$, are given by
$\mathbf{q}^{i}=\sum_{j=1}^{n+1} \mathbb{Q}^{i j} \mathbf{U}^{j}, i=1, \ldots, n+1$
and the diagonal matrices $\mathbb{Q}^{i j} \in \mathbb{R}^{n \times n}, i, j=1, \ldots, n+1$, depend only on $\mathbf{r}^{\text {i }}$ 's and are independent of $\mathbf{U}^{\mathrm{i}}$ 's.

## 4. Discrete configuration manifold of incompressible linearized elasticity

As we mentioned in §2.2, in linearized elasticity one needs to find the unknown displacement field, which is a vector field on the reference configuration of the elastic body. Thus, we need to consider a fixed well-centered primal mesh for representing the reference configuration, and therefore linearized elasticity is similar to fluid mechanics in the sense that both need a fixed mesh. Note that choosing such well-centered primal meshes is always possible in $\mathbb{R}^{2}$ as equilateral triangles fill $\mathbb{R}^{2}$, and hence one can always approximate planar regions with these well-centered simplices. Generating well-centered meshes is not a straightforward task, in general. See [61] and references therein for further discussions. However, the approach that we develop here can be extended to arbitrary domains by either generating well-centered meshes for that domain or if it is not possible to generate a well-centered mesh, by using another DEC theory that is appropriate for other types of meshes.

We select the displacement field as our primary unknown, which is a primal discrete vector field. Note that by choosing displacement field as our unknown, we do not need to consider compatibility equations. In order to design a structure-preserving scheme, we require that unknown variables remain in the correct space not only when they converge to the final solution, but also during the process of finding the solution. For incompressible elasticity, this means that we need to search in the space of discrete divergence-free vector fields. The configuration space of incompressible elasticity is similar to that of incompressible fluids. Pavlov et al. [41] developed a structure-preserving method for incompressible perfect fluids. In that scheme, they discretized push-forward of real-valued functions and showed that the space of divergence-free vector fields can be described by some orthogonal matrices. However, in order to define their discrete operators, they had to impose a nonholonomic constraint on the orthogonal matrices, which makes sense for fluids but is not reasonable for elasticity. Here, we propose a different idea for describing the space of discrete divergence-free vector fields. For better understanding the idea, we return to the primal mesh shown in Fig. 2 and calculate the divergence of a discrete primal vector field, see Fig. 6 . Let $\mathbf{U}^{i}$ denote the vector field at vertex $i$. A straightforward calculation using the definitions of the previous section yields
$\langle\operatorname{div} \mathbf{U}, \star[1,2,3]\rangle=\frac{1}{|[1,2,3]|} \sum_{i=1}^{4} \mathbf{c}_{1 i} \cdot \mathbf{U}^{i}$,
$\langle\operatorname{div} \mathbf{U}, \star[2,4,3]\rangle=\frac{1}{|[2,4,3]|} \sum_{i=1}^{4} \mathbf{c}_{2 i} \cdot \mathbf{U}^{i}$,
where "." denotes the usual inner product and the vectors $\mathbf{c}_{i j} \in \mathbb{R}^{2}$ are given by


Fig. 6. A discrete primal vector field, see Fig. 2 for the numbering of the simplices and orientation of the primal and dual meshes. The vector $\mathbf{i}_{31,123}$ is the unit vector with the same orientation as [ $c_{31}, c_{123}$ ], etc.
$\mathbf{c}_{11}=|[3,1]| \mathbf{i}_{31,123}+|[1,2]| \mathbf{i}_{12,123}$,
$\mathbf{c}_{12}=|[1,2]| \mathbf{i}_{12,123}-|[3,2]| \mathbf{i}_{123,243}$,
$\mathbf{c}_{13}=|[3,1]| \mathbf{i}_{31,123}-|[3,2]| \mathbf{i}_{123,243}, \mathbf{c}_{14}=\mathbf{0}$
and
$\mathbf{c}_{21}=\mathbf{0}, \mathbf{c}_{22}=|[2,4]| \mathbf{i}_{24,243}+|[3,2]| \mathbf{i}_{123,243}$,
$\mathbf{c}_{23}=|[4,3]| \mathbf{i}_{43,243}+|[3,2]| \mathbf{i}_{123,243}$,
$\mathbf{c}_{24}=|[2,4]| \mathbf{i}_{24,243}+|[4,3]| \mathbf{i}_{43,243}$,
with $\mathbf{i}_{31,123}$ denoting a unit vector with the same orientation as $\left[c_{31}, c_{123}\right]$, etc. (see Fig. 6). Now we use (94) to impose $\operatorname{div} \mathbf{U}=0$, which results in
$\mathrm{D}_{2 \times 8} \mathrm{X}_{8 \times 1}=\mathbf{0}$,
where
$\mathbb{0}_{2 \times 8}=\left[\begin{array}{llll}\mathbf{c}_{11}^{\top} & \mathbf{c}_{12}^{\top} & \mathbf{c}_{13}^{\top} & \mathbf{c}_{14}^{\top} \\ \mathbf{c}_{21}^{\top} & \mathbf{c}_{22}^{\top} & \mathbf{c}_{23}^{\top} & \mathbf{c}_{24}^{\top}\end{array}\right]$,
$\mathrm{X}_{8 \times 1}=\left\{\mathbf{U}^{1}, \ldots, \mathbf{U}^{4}\right\}^{\top}$.
Note that the matrix $\mathbb{0}$ only depends on the mesh and does not depend on $\mathbf{U}$.

Remark 4. The weak form of the incompressibility constraint reads
$\int_{\mathcal{B}} q \operatorname{div} \mathbf{U}=0, \quad \forall q \in L^{2}(\mathcal{B})$.
Using the notation of [3], consider a Lagrange finite element over the mesh of Fig. 6, where the displacement field is approximated by continuous $\mathbb{P}_{1}$ polynomials and the pressure field by $\mathbb{P}_{0}$ polynomials, i.e. the displacement field is continuous and piecewise-linear while the pressure is piecewise-constant over triangles. For the simplex $[1,2,3]$, one can write $|[3,2]| \mathbf{i}_{123,243}=|[1,2]| \mathbf{i}_{12,123}+|[3,1]| \mathbf{i}_{31,123}$. Using this relation and the similar one for $[2,4,3]$, it is straightforward to show that (97) is the same as the discretization of (99) via the Lagrange finite elements.

Now let us consider an $n$-dimensional primal mesh $K_{h}$ such that $\left|K_{h}\right| \subset \mathbb{R}^{n}$ is simply connected ${ }^{6}$ and denote the number of primal and dual vertices with $P_{h}$ and $D_{h}$, where $h$ is the diameter of the primal mesh, i.e., $h=\sup \left\{\operatorname{diam}\left(\sigma_{i}^{n}\right) \mid \sigma_{i}^{n} \in K\right\}$, with $\operatorname{diam}\left(\sigma_{k}^{n}\right)=\sup \left\{d(x, y) \mid x, y \in \sigma_{k}^{n}\right\}$, and $d(x, y)$ denotes the standard distance between $x$ and $y$. Now we impose the essential boundary conditions. Suppose $S_{h}$ denotes the number of those primal vertices that are located on the boundary of $K_{h}$ and their displacements are specified. Note that these known displacements can be nonzero or even time dependent. The unknown primal displacement field $\mathbf{U}$ is
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Fig. 7. A subset of a primal mesh and its associated dual mesh. The vector $\mathbf{i}_{j l k, l q k}$ is the unit vector with the same orientation as $[c([j, l, k]), c([l, q, k])]$, etc.
denoted by $\left\{\boldsymbol{U}^{i}\right\}_{i=1, \ldots, \bar{P}_{h}}$, where $\overline{\mathrm{P}}_{h}=\mathrm{P}_{h}-\mathrm{S}_{h}$, and $\mathbf{U}^{i}$ is the displacement at the vertex $i$. Imposing the incompressibility constraint using the procedure that resulted in (97) yields
$\square_{\mathrm{D}_{h} \times n \overline{\mathrm{P}}_{h}}^{h} \mathrm{X}_{n \mathrm{P}_{h} \times 1}=\mathbf{u}_{\mathrm{D}_{\mathrm{h}} \times 1}^{h}$,
where $0^{h}$ is the reduced incompressibility matrix and depends only on the mesh, $\mathbf{u}^{h}$ depends on the known values of the displacements and also the mesh, and
$X_{n \stackrel{\Gamma}{n}_{n} \times 1}=\left\{\mathbf{U}_{n \times 1}^{1} \ldots \mathbf{U}_{n \times 1}^{\stackrel{\Gamma}{p}_{n}^{n}}\right\}^{\top}$.
Thus, the displacement field is divergence free if and only if the vector $\boldsymbol{X}$ satisfies (100). Note that if the known displacements are all zero, then $\mathbf{u}^{h}=\mathbf{0}$. There is a systematic way to obtain the reduced incompressibility matrix and $\mathbf{u}^{h}$, which is a consequence of the discrete divergence theorem, cf. (90). Here we explain the method in $\mathbb{R}^{2}$, but it is also possible to extend it to higher dimensions.

Let $n=2$ and consider a subset of a 2 -dimensional primal mesh and its dual that are shown in Fig. 7. We define the matrix $\overline{\mathrm{D}}_{\mathrm{D}_{h} \times\left(2 \mathrm{P}_{h}\right)}^{h}$, the incompressibility matrix, as
$\overline{\mathrm{o}}^{h}=\left[\begin{array}{ccc}\mathbf{c}_{11}^{\top} & \cdots & \mathbf{c}_{1 \mathrm{P}_{h}}^{\top} \\ \vdots & \ddots & \vdots \\ \mathbf{c}_{\mathrm{D}_{h} 1}^{\top} & \cdots & \mathbf{c}_{\mathrm{D}_{h} \mathrm{P}_{h}}^{\top}\end{array}\right]_{\mathrm{D}_{h} \times\left(2 \mathrm{P}_{h}\right)}$,
where $\mathbf{c}_{i m} \in \mathbb{R}^{2}, i=1, \ldots, \mathrm{D}_{h}, m=1, \cdots, \mathrm{P}_{h}$, are specified as follows. Note that the number of the rows of $\overline{\mathrm{d}}^{h}$ is equal to the number of dual vertices (or equivalently primal 2 -cells) as the divergence of a primal vector field is a dual zero-form. Now suppose that we order primal vertices and primal 2-cells of the mesh such that the vertices $j, l$, and $k$ are the $j$ th, $l$ th, and $k$ th primal vertices of the primal mesh, respectively, and $[j, l, k]$ is the $i$ th 2 -cell, i.e., $\sigma_{i}^{2}=[j, l, k]$, as shown in Fig. 7. Then, in the ith row of ${ }^{{ }^{\hbar}}, \mathbf{c}_{i m}$ is nonzero if and only if the $m$ th primal vertex is a face of the $i$ th primal 2 -cell. This means that the only nonzero elements in the $i$ th row corresponding to $\sigma_{i}^{2}=[j, l, k]$, are $\mathbf{c}_{i j}, \mathbf{c}_{i l}$, and $\mathbf{c}_{i k}$. The vector $\mathbf{c}_{i j}$ is given by
$\mathbf{c}_{i j}=s_{k}|[k, j]| \mathbf{i}_{\text {rik.jlk }}+s_{l}|[l, j]| \mathbf{i}_{j k, j o l}$,
where $\mathbf{i}_{\mathrm{r} k, j \mathrm{jl}}$ denotes the unit vector with the same orientation as $[c([r, j, k]), c([j, l, k])]$, etc., and $s_{k}$ is +1 if the orientation of $[k, j]$ is the same as the orientation induced by $\sigma_{i}^{2}=[j, l, k]$, otherwise $s_{k}=-1$. One can determine $s_{l}$ similarly. Here we have $s_{k}=+1$ and $s_{l}=-1$. Similarly, we obtain

Noting that $\mathbf{i}_{\text {joljlk }}=-\mathbf{i}_{j l k . j o l}$, one can rewrite (103) and (104) as
$\mathbf{c}_{i j}=|[k, j]| \mathbf{i}_{\text {rik.jlk }}+|[l, j]| \mathbf{i}_{\text {jol } l j k}$,
$\mathbf{c}_{i l}=|[l, j]| \mathbf{i}_{j l, j / k}+|[k, l]| \mathbf{i}_{q k ; j k}$,
$\mathbf{c}_{i k}=\left|[k, l] \mathbf{i}_{l q k}, j k+|[k, j]| \mathbf{i}_{j k, j k}\right.$,
which means that for writing nonzero $\mathbf{c}_{i m}$ 's for the $i$ th 2 -cell, one simply needs to consider unit normal vectors pointing into that cell and then consider all those terms with a plus sign in each nonzero $\mathbf{c}_{\text {im }}$ 's. Thus, we can write the incompressibility matrix without using the orientation of the primal and dual meshes. The condition $\operatorname{div} \mathbf{U}=0$ is equivalent to
$\overline{\mathrm{D}}_{\mathrm{D}_{h} \times\left(2 \mathrm{P}_{h}\right)}^{h} \bar{X}_{\left(2 \mathrm{P}_{h}\right) \times 1}=\mathbf{0}$,
where $\overline{\mathrm{X}}$ is defined similarly to (101) but contains both known and unknown displacements.

Suppose $\left|K_{h}\right| \subset \mathbb{R}^{2}$ is simply connected, i.e., its fundamental group and consequently its first homology group are both trivial. Then, the Euler characteristic of $\left|K_{h}\right|$ reads [62]

$$
\begin{align*}
\chi\left(\left|K_{h}\right|\right)= & \#(0 \text {-simplices })-\#(1 \text {-simplices }) \\
& +\#(2 \text {-simplices }) \\
= & P_{h}-\mathrm{E}_{h}+\mathrm{D}_{h}=1 \tag{107}
\end{align*}
$$

where \# denotes "number of" and we have used the fact that the number of 2 -simplices of the primal mesh is equal to the number of dual vertices. Let $\mathrm{P}_{h}^{i}$ and $\mathrm{P}_{h}^{b}$ denote the number of primal vertices that belong to interior and boundary of $\left|K_{h}\right|$, respectively. Then we have $\mathrm{P}_{h}=\mathrm{P}_{h}^{i}+\mathrm{P}_{h}^{b}$. Similarly, let $\mathrm{E}_{h}^{i}$ and $\mathrm{E}_{h}^{b}$ denote the number of primal 1 -simplices that belong to interior and boundary of $\left|K_{h}\right|$, respectively. We have $\mathrm{E}_{h}=\mathrm{E}_{h}^{i}+\mathrm{E}_{h}^{b}$. Using the above definitions, one can show that the following relations hold
$3 \mathrm{D}_{h}=\mathrm{E}_{h}^{b}+2 \mathrm{E}_{h}^{i}, \quad \mathrm{P}_{h}^{b}=\mathrm{E}_{h}^{b}$.
Using (107) and (108) we obtain
$\mathrm{D}_{h}=2 \mathrm{P}_{h}^{i}+\mathrm{P}_{h}^{b}-2=2 \mathrm{P}_{h}-\mathrm{P}_{h}^{b}-2$.
Thus, we always have
$\mathrm{D}_{h}<2 \mathrm{P}_{h}$.
So, if $\bar{\Pi}^{h}$ is full ranked, then $\operatorname{rank}\left(\overline{( }^{h}\right)=D_{h}$. Now, we show that the incompressibility matrix of a planar simply-connected mesh is always full ranked.

Theorem 4.1. Let $K_{h}$ be a 2-dimensional well-centered primal mesh such that $\left|K_{h}\right|$ is a simply-connected set. Then, the associated incompressibility matrix $\overline{\bar{h}}^{h}$ is full ranked.

Proof. Since $\left|K_{h}\right|$ is simply connected, because of (110) we need to show that the rows of $\bar{\nabla}^{h}$ are linearly independent. We use induction to complete the proof. Since $K_{h}$ is shellable, ${ }^{7}$ one can consider a construction of $K_{h}$ by starting with one triangle and then adding one triangle at a time such that the resulting simplicial complex at each step is homeomorphic to a square. Thus, at each step the mesh has the same topological properties as $K_{h}$ and, in particular, it is simply connected. Using (103) and (104), we conclude that the incompressibility matrix of a single triangle is full ranked, i.e., there exist

[^7]

Fig. 8. Two possible ways for adding a triangle to a 2-dimensional shellable mesh, either (a) the new triangle introduces a new primal vertex or (b) the new triangle does not introduce any new primal vertices.
non-zero elements in the matrix since edges of a triangle cannot be parallel to each other. Now suppose that in the process of constructing $K_{h}$ we have a mesh with $m$ triangles, $K^{m}$, that has a full-ranked incompressibility matrix $\bar{\square}_{m}$, i.e., rows of $\bar{\square}_{m}$ are linearly independent. As Fig. 8 shows, there are two possibilities for adding a new triangle to $K^{m}$ : (i) the new triangle adds a new primal vertex to the mesh as in Fig. 8(a), (ii) no new primal vertex is added to the mesh as in Fig. 8(b). In case (i) the incompressibility matrix of the resulting mesh, $\bar{\square}_{m+1}$, is full ranked because it is obtained from $\overline{\bar{~}}_{m}$ by adding a row corresponding to the added triangle and two columns for the displacement of the new vertex $q$ (see Fig. 8(a)). The only nonzero entries in the new columns are placed on the new row and hence the new row is linearly independent from other rows. In case (ii) note that $\bar{\square}_{m+1}$ is obtained from $\bar{\square}_{m}$ by adding a new row corresponding to the new primal 2-cell, which has the vertices $p, q$, and $r$ as is shown in Fig. 8(b). The matrix $\bar{\square}_{m}$ is full ranked and so it has $D^{m}$ linearly independent columns, where $D^{m}$ is the number of primal 2cells of $K^{m}$. Thus, because of (110), the number of linearly-dependent columns of $\overline{\mathrm{D}}_{m}$ is equal to $2 \mathrm{P}^{m}-\mathrm{D}^{m}=\mathrm{P}_{m}^{b}+2$. Due to the structure of $\overline{\bar{D}}_{m}$, one can choose all the independent columns from those that do not correspond to $p, q$, and $r$. Suppose that we choose such independent columns. The matrix $\bar{\square}_{m+1}$ is obtained by adding a row to $\overline{\mathbb{D}}_{m}$ that has zero components except for the ones that correspond to $p, q$, and $r$. This means that all the chosen independent columns of $\overline{\mathbb{}}_{m}$ still remain independent for $\bar{\square}_{m+1}$ and at least one of the columns that corresponds to $p, q$, and $r$ becomes independent of other columns. Therefore, $\overline{\mathrm{D}}_{m+1}$ has at least $\mathrm{D}^{m}+1$ independent columns and since $\mathrm{D}^{m+1}=\mathrm{D}^{m}+1$, we conclude that $\overline{\mathrm{a}}_{m+1}$ has exactly $\mathrm{D}^{m+1}$ independent columns and rows, and therefore it is full ranked. This completes the proof.

Remark 5. The assumption of simple connectedness is necessary in the above proof. Note that the incompressibility matrix $\mathbb{\square}$ is important in our numerical scheme and not $\bar{\square}$. The incompressibility matrix is obtained by removing some rows of $\bar{\square}$ and it may or may not remain full-ranked even for a simply-connected domain. Here the important thing is that the number of columns
of 『 remains greater than the number of its rows. This guarantees that the nullity of the incompressibility matrix is greater than zero and hence the space of divergence-free vector fields would be a nontrivial finite-dimensional set. For both simplyconnected and non-simply-connected domains one can obtain the incompressibility matrix with larger number of columns by mesh refinement.

Also note that the extension of this theorem to 3-dimensional meshes is not straightforward. In particular, a simply-connected mesh in $\mathbb{R}^{3}$ is not necessarily shellable. In fact as Rudin [64] shows there exists an unshellable triangulation for a tetrahedron.

Remark 6. The above theorem tells us that the discrete primaldual divergence over a planar simply-connected mesh is surjective because the discrete divergence operator from the space of discrete primal vector fields to the space of discrete dual zero-forms is a linear map defined by the matrix $\overline{0}$. Thus, $\bar{\square}$ being full-ranked implies that the associated linear map is surjective. This is interesting as the discrete flat operator used in the definition of divergence is not surjective.

Now, let us consider (106). In general, using the rank-nullity theorem and (110), we can write
$\operatorname{nullity}\left(\overline{\mathrm{D}}^{h}\right)=2 \mathrm{P}_{h}-\operatorname{rank}\left(\overline{\mathrm{D}}^{h}\right)=2 \mathrm{P}_{h}-\mathrm{D}_{h}=\mathrm{P}_{h}^{b}+2>0$,
which means that for an arbitrary planar simply-connected mesh, the space of discrete divergence-free primal vector fields is finitedimensional. In particular if $\left\{\overline{\mathbf{w}}_{i}, \ldots, \in \mathbb{R}^{2 \mathrm{P}_{h}}\right\}$ is a basis for the null space of $\overline{\mathrm{d}}^{h}$, we then can write
$\overline{\mathrm{X}}=\sum_{i} \widehat{D}_{i} \overline{\mathbf{w}}_{i}$,
where $\widehat{D}_{i}$ are real numbers. Therefore, a displacement field is divergence free if and only if it can be expressed as in (112).

By imposing the essential boundary conditions in (106), we obtain (100), i.e., $\square^{h}$ is obtained by eliminating those columns of $\bar{\square}^{h}$ that correspond to the specified displacements. The vector $\mathbf{u}^{h}$ is obtained by moving terms that include the specified displacements to the right-hand side of (106). If there are "too many" boundary vertices with specified displacements, then the number of rows of $\square^{h}$ may exceed the number of its columns, and therefore (100) may not admit any solution. This is similar to the continuous case where there may not exist a divergence-free vector field for some choices of boundary conditions. We elucidate this in the following example.

Example 2. (Incompressibility matrix for a planar mesh). Consider a 2-dimensional mesh consisting of equilateral triangles with unit lengths as shown in Fig. 9. Using (105), we obtain the incompressibility matrix $\bar{\square}_{6 \times 14}^{h}$ as

$$
\overline{\mathrm{a}}^{h}=\left[\begin{array}{ccccccc}
\mathbf{i}_{12,132}+\mathbf{i}_{143,13} & \mathbf{i}_{12,132}+\mathbf{i}_{23,132} & \mathbf{i}_{23,132}+\mathbf{i}_{143,13} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{113}\\
\mathbf{i}_{13,143}+\mathbf{i}_{154,14} & \mathbf{0} & \mathbf{i}_{13,143}+\mathbf{i}_{34,143} & \mathbf{i}_{34,143}+\mathbf{i}_{154,14} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{i}_{14,154}+\mathbf{i}_{165,15} & \mathbf{0} & \mathbf{0} & \mathbf{i}_{14,154}+\mathbf{i}_{45,154} & \mathbf{i}_{45,154}+\mathbf{i}_{165,15} & \mathbf{0} & \mathbf{0} \\
\mathbf{i}_{15,165}+\mathbf{i}_{176,16} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{i}_{15,165}+\mathbf{i}_{56,165} & \mathbf{i}_{56,165}+\mathbf{i}_{176,16} & \mathbf{0} \\
\mathbf{i}_{16,176}+\mathbf{i}_{127,17} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{i}_{16,176}+\dot{\mathbf{i}}_{67,176} & \mathbf{i}_{67,176}+\mathbf{i}_{127,17} \\
\mathbf{i}_{17,127}+\mathbf{i}_{132,12} & \mathbf{i}_{27,127}+\mathbf{i}_{132,12} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{i}_{17,127}+\mathbf{i}_{27,127}
\end{array}\right],
$$



Fig. 9. A 2-dimensional primal mesh with its associated dual mesh and the associated unit vectors. The vector $\mathbf{i}_{12,132}$ is the unit vector with the same orientation as $[c([1,2]), c([1,3,2])]$, etc.
where $\mathbf{i}$ 's are unit vectors shown in Fig. 9 with $\mathbf{i}_{143,13}=-\mathbf{i}_{13,143}$, etc. Also we have
$\overline{\boldsymbol{X}}_{14 \times 1}=\left\{\mathbf{U}^{1}, \ldots, \mathbf{U}^{7}\right\}^{\top}$.
A primal vector field on this mesh is divergence-free if and only if (106) is satisfied. Since $\overline{\bar{d}}^{h}$ is full ranked in this example we have nullity $\left(\overline{( }^{h}\right)=14-6=8$, so we observe that similar to the continuous case where the set of divergence-free vector fields $\overline{\mathfrak{U}}$ defined in (52) is nonempty and, in fact, is infinite-dimensional, the set of discrete divergence-free vector fields on this mesh is also nonempty but, of course, it is finite-dimensional. Now suppose that all the boundary vertices have specified displacements, i.e., $\mathbf{U}^{i}=\widetilde{\mathbf{U}}^{i}$ for $i=2, \ldots, 7$. Then, by moving the terms corresponding to the known displacements to the right-hand side of (106), we obtain (100), where $\boldsymbol{X}_{2 \times 1}=\mathbf{U}^{1}$, with
$\mathrm{a}_{6 \times 2}^{h}=\left[\begin{array}{c}\mathbf{i}_{12,132}+\mathbf{i}_{143,13} \\ \mathbf{i}_{13,143}+\mathbf{i}_{154,14} \\ \mathbf{i}_{14,154}+\mathbf{i}_{165,15} \\ \mathbf{i}_{15,165}+\mathbf{i}_{176,67} \\ \mathbf{i}_{67,176}+\mathbf{i}_{17,127} \\ \mathbf{i}_{17,127}+\mathbf{i}_{132,12}\end{array}\right]$,
and

$$
\mathbf{u}_{6 \times 1}^{h}=-\left\{\begin{array}{l}
\left(\mathbf{i}_{12,132}+\mathbf{i}_{23,132}\right) \cdot \widetilde{\mathbf{U}}^{2}+\left(\mathbf{i}_{23,132}+\mathbf{i}_{143,13}\right) \cdot \widetilde{\mathbf{U}}^{3}  \tag{116}\\
\left(\mathbf{i}_{13,143}+\mathbf{i}_{34,143}\right) \cdot \widetilde{\mathbf{U}}^{3}+\left(\mathbf{i}_{34,143}+\mathbf{i}_{154,14}\right) \cdot \widetilde{\mathbf{U}}^{4} \\
\left(\mathbf{i}_{14,154}+\mathbf{i}_{45,154}\right) \cdot \widetilde{\mathbf{U}}^{4}+\left(\mathbf{i}_{45,154}+\mathbf{i}_{165,15}\right) \cdot \widetilde{\mathbf{U}}^{5} \\
\left(\mathbf{i}_{15,165}+\mathbf{i}_{56,165}\right) \cdot \widetilde{\mathbf{U}}^{5}+\left(\mathbf{i}_{56,165}+\mathbf{i}_{176,67}\right) \cdot \widetilde{\mathbf{U}}^{6} \\
\left(\mathbf{i}_{16,176}+\mathbf{i}_{67,176}\right) \cdot \widetilde{\mathbf{U}}^{6}+\left(\mathbf{i}_{67,176}+\mathbf{i}_{127,17}\right) \cdot \widetilde{\mathbf{U}}^{7} \\
\left(\mathbf{i}_{27,127}+\mathbf{i}_{132,12}\right) \cdot \widetilde{\mathbf{U}}^{2}+\left(\mathbf{i}_{17,127}+\mathbf{i}_{27,127}\right) \cdot \widetilde{\mathbf{U}}^{7}
\end{array}\right\} .
$$

Here it is obvious that (100) cannot admit any solutions for some values of the boundary displacements. In our example, if all the boundary displacements vanish, then $\boldsymbol{X}=\mathbf{0}$ is the only solution. Thus, we see that contrary to the continuous case where the set of divergence-free vector fields that vanish on the boundary of a manifold ( $\mathfrak{l}_{0}$ defined in (52)) is always infinite-dimensional, the corresponding discrete set may only contain the zero vector field.

In general, if
$2 \mathrm{~S}_{h}<\mathrm{P}_{h}^{b}+2$,
then from (109) we have

$$
\begin{align*}
\operatorname{nullity}\left(\mathbb{\square}^{h}\right) & =2 \overline{\mathrm{P}}_{h}-\operatorname{rank}\left(\mathbb{0}^{h}\right)=2 \mathrm{P}_{h}-2 \mathrm{~S}_{h}-\operatorname{rank}\left(\mathbb{\square}^{h}\right) \\
& \geqslant 2 \mathrm{P}_{h}-\mathrm{D}_{h}-2 \mathrm{~S}_{h}=\mathrm{P}_{h}^{b}+2-2 \mathrm{~S}_{h}>0, \tag{118}
\end{align*}
$$

and, therefore, the space of divergence-free vector fields satisfying the essential boundary conditions would be finite-dimensional. Also note that if the essential boundary conditions are not imposed on all the boundary vertices, then one can satisfy (117) by choosing finer meshes on that part of the boundary with no essential boundary conditions. To summarize, we observe that the dimension of the space of divergence-free vector fields on a planar simply-connected mesh is $2 \mathrm{P}_{h}-\mathrm{D}_{h}$, but by imposing essential boundary conditions, this space may become empty or may contain only the zero vector field.

Let $K_{h}$ be an $n$-dimensional primal mesh, possibly not simplyconnected and suppose nullity $\left(\square^{h}\right)=N$. Let $\left\{\mathbf{w}_{i} \in \mathbb{R}^{n \stackrel{\rightharpoonup}{P}_{h}}\right\}_{i=1}^{N}$ be a basis for the null space of $\mathrm{b}^{h}$. Then, from (100) we conclude that if a timedependent displacement field is divergence-free we have
$\boldsymbol{X}(t)=\boldsymbol{X}^{\circ}+\sum_{i=1}^{\mathrm{N}} D_{i}(t) \mathbf{w}_{i}$,
where $\boldsymbol{X}^{\circ}$ is a solution to the inhomogeneous linear system (100) and $D_{i}$ 's are some real-valued functions of time and $\boldsymbol{X}^{\circ}$ and $\mathbf{w}_{i}{ }^{\prime} \mathrm{s}$ are time independent. This completely determines the space of time-dependent displacement fields. Note that if the essential boundary conditions are time dependent, then $\bar{\Pi}^{h}$ and so $\mathbf{w}_{i}$ 's are still time independent but $\mathbf{u}^{h}$ becomes time dependent, which implies that $\boldsymbol{X}^{\circ}$ is time dependent, as well.

Remark 7. (Non-simply-connected meshes). If $K_{h}$ has some holes, then (106) and (108) are still valid but (107) reads
$\chi\left(\left|K_{h}\right|\right)=\mathrm{P}_{h}-\mathrm{E}_{h}+\mathrm{D}_{h}=1-\mathrm{H}$,
where H denotes the number of holes. Thus, (109) is replaced by
$\mathrm{D}_{h}=2 \mathrm{P}_{h}-\mathrm{P}_{h}^{b}-2+2 \mathrm{H}$,
and so (110) is not necessarily valid. Thus, the effect of holes is similar to the effect of essential boundary conditions in the sense that both can cause the number of the rows of the incompressibility matrix exceed the number of its columns. In particular, note that a non-simply-connected domain may have an incompressibility matrix with the number of its rows exceeding the number of columns even without any essential boundary conditions if there are too many holes in the mesh, i.e., if $\mathrm{P}_{h}^{b}+2<2 \mathrm{H}$. Similar to the problems that have too many nodes with essential boundary conditions, here one can obtain an incompressibility matrix with more columns than rows by refining the mesh.

## 5. Discrete governing equations

As we showed in §2.1 and §2.2, incompressible finite and linear elasticity solutions extremize the action in the space of volume preserving motions. This is the procedure that we use for obtaining the governing equations in our discrete formulation. In the previous section, we characterized the space of discrete divergence-free displacements in (119). Now, we need to write a discrete Lagrangian. We first define discrete kinetic and stored energies in the following.

### 5.1. Kinetic energy

Let $K_{h}$ be an $n$-dimensional mesh. The discrete displacement field is a primal vector field with displacement $\mathbf{U}^{i}$ at the primal vertex $\sigma_{i}^{0}$. As the numbers of primal vertices and dual $n$-cells are equal, we can associate $\mathbf{U}^{i}$ to $\star \sigma_{i}^{0}$, see Fig. 10. This means that we


Fig. 10. Dual cells that are used for defining the kinetic energy. Primal and dual vertices are denoted by $\bullet$ and $\circ$, respectively. The solid lines denote the boundary of the primal 2-cells and the colored regions denote the dual of each primal vertex. The material properties, displacements, and velocities are considered to be constant on each dual 2 -cell. For example, consider the primal vertex $i\left(\sigma_{i}^{0}\right)$. The velocity at the corresponding dual cell is assumed to be equal to the velocity at vertex $i$, which is denoted by $\dot{\mathbf{U}}^{i}$.
are assuming that the primal mesh is the union of the dual cells and we consider constant displacement and velocity on each dual cell. Suppose we order the primal vertices such that $i=1, \ldots, \overline{\mathrm{P}}_{h}$ denote the primal vertices without essential boundary conditions and $i=\overline{\mathrm{P}}_{h}+1, \ldots, \mathrm{P}_{h}$ denote those primal vertices with essential boundary conditions. We can now define the discrete kinetic energy, $K^{d}$, as
$K^{d}=\frac{1}{2} \sum_{i=1}^{\overline{\mathrm{P}}_{h}} \rho_{i}\left|\star \sigma_{i}^{0}\right| \dot{\mathbf{U}}^{i} \cdot \dot{\mathbf{U}}^{i}+\frac{1}{2} \sum_{i=\overline{\mathrm{P}}_{\mathrm{h}}+1}^{\mathrm{P}_{h}} \rho_{i}\left|\star \sigma_{i}^{0}\right| \dot{\mathbf{U}}^{i} \cdot \dot{\mathbf{U}}^{i}$,
where "." denotes the usual dot product and $\rho_{i}$ is the density on the dual cell $\star \sigma_{i}^{0}$, which can have different values on different cells if the elastic body is inhomogeneous. In fact, mass density can be considered as a primal 0 -form. Note that time-dependent essential boundary conditions contribute to the kinetic energy through the term
$K_{e}^{d}=\frac{1}{2} \sum_{i=\overline{\mathrm{P}}_{\mathrm{h}}+1}^{\mathrm{P}_{h}} \rho_{i}\left|\star \sigma_{i}^{0}\right| \dot{\mathbf{U}}^{i} \cdot \dot{\mathbf{U}}^{i}$,
but because the variation of $K_{e}^{d}$ is zero, it does not contribute to the Euler-Lagrange equations and hence one can safely exclude this term from the following calculations. Using (101) we can rewrite the discrete kinetic energy as
$K^{d}=\frac{1}{2} \dot{\mathrm{X}}^{\top} \mathbf{M} \dot{\boldsymbol{X}}+K_{e}^{d}$,
where $\mathbf{M} \in \mathbb{R}^{\left(n \bar{P}_{h}\right) \times\left(n \bar{P}_{h}\right)}$ is a diagonal square matrix with elements
$M_{j k}=\left\{\begin{array}{l}\rho_{i}\left|\star \sigma_{i}^{0}\right|, \text { if } j=k=n(i-1)+s, \\ \quad \text { with } 1 \leqslant s \leqslant n, 1 \leqslant i \leqslant \overline{\mathrm{P}}_{h}, \\ 0, \quad \text { if } j \neq k .\end{array}\right.$
We will use (124) to write the discrete Lagrangian.

### 5.2. Elastic stored energy

In this section we define a discrete elastic stored energy. For the sake of clarity, we do not use summation convention throughout this section unless it is explicitly stated otherwise. We order the primal vertices such that $\left\{\sigma_{i}^{0}\right\}_{i=1}^{\mathrm{P}_{h}}$ and $\left\{\sigma_{i}^{0}\right\}_{i=\overline{\mathrm{P}}_{h}+1}^{\mathrm{P}_{h}}$ denote the primal vertices without and with essential boundary conditions, respec-
tively. We define the discrete elastic stored energy as $E^{d}=\sum_{l} \mathcal{E}^{l}$, where $\mathcal{E}^{l}$ is the internal energy of a portion of support volumes of 1 -simplices that is calculated by interpolation of discrete displacements using an affine interpolation function. To fix ideas, we derive the explicit form of the discrete stored energy in $\mathbb{R}^{2}$ ( $n=2$ ). Consider a primal mesh as shown in Fig. 11. Discrete stored energy is written as
$E^{d}=\sum_{l}^{2 \mathrm{E}_{h}} \mathcal{E}^{l}$,
where $\mathrm{E}_{h}$ is the number of primal 1-simplices and $\mathcal{E}^{\prime \prime}$ s are the energies associated to the colored regions. This choice of regions follows naturally from our previous assumption of homogeneous material properties within each dual cell and the fact that we need three vertices for a planar affine interpolation. To obtain the explicit form of $\mathcal{E}^{l}$, consider the enlarged part of Fig. 11 and suppose that $i, j, k$, and $m$ are the $i$ th, $j$ th, $k$ th, and $m$ th primal vertices, respectively. Here we have $V_{l}=\left|\overline{[i, k]} \cap\left(\star \sigma_{i}^{0}\right)\right|$, where $\overline{[i, k]}$ denotes the support volume of $[i, k]$ defined in (73). Assuming summation convention on indices $a, b=1, \ldots, n$, we define
$\mathcal{E}^{l}=\int_{V_{l}} \mu e^{a b} e_{a b} d v$,
where strains are calculated considering an affine interpolating function for vertices $i, c_{i k m}$, and $c_{i j k}$. Using (92), let
$\left.u\right|_{V_{l}}=\mathbf{q}_{l}^{n+1}+\sum_{b=1}^{n} x^{b} \mathbf{q}_{l}^{b}$,
where $\mathbf{q}_{l}^{b} \in \mathbb{R}^{n}, b=1, \ldots, n+1$, are constant vectors associated to $V_{l}$ that can be written as (see (93))
$\mathbf{q}_{l}^{b}=\mathbb{Q}_{l}^{b i} \mathbf{U}^{i}+\mathbb{Q}_{l}^{b c_{i j k}} \mathbf{U}_{i j k}^{c}+\mathbb{Q}_{l}^{b c_{i k m}} \mathbf{U}_{i k m}^{c}$,
with $\mathbf{U}_{i j k}^{c}$ and $\mathbf{U}_{i k m}^{c}$ denoting displacements of $c_{i j k}$ and $c_{i k m}$, respectively, and $\mathbb{Q}_{l}^{b i}, \mathbb{Q}_{l}^{b c_{i j k}}$, and $\mathbb{Q}_{l}^{b c_{i k m}}$ defined in $\S 3.6$ and are calculated using the vertices $i, c_{i j k}$, and $c_{i k m}$. To obtain $\mathbf{U}_{i j k}^{c}$ and $\mathbf{U}_{i k m}^{\mathbf{c}}$ we need to interpolate displacements of $\mathfrak{J}_{i j k}=\{i, j, k\}$ and $\mathfrak{J}_{i k m}=\{i, k, m\}$, respectively. Using (92), we can write
$\mathbf{U}_{i j k}^{c}=\sum_{b \in \Im_{i j k}} \mathbb{Q}_{[i j, k]}^{3 b} \mathbf{U}^{b}+\sum_{a=1}^{2} \sum_{b \in \mathfrak{I}_{i j k}} x_{c_{i j k}}^{a} \mathbb{Q}_{[i, j, k]}^{a b} \mathbf{U}^{b}$,
$\mathbf{U}_{i k m}^{c}=\sum_{b \in \Im_{i k m}} \mathbb{Q}_{[i, k, m]}^{3 b} \mathbf{U}^{b}+\sum_{a=1}^{2} \sum_{b \in \widetilde{J}_{i k m}} x_{c_{i k m}}^{a} \mathbb{Q}_{[i, k, m]}^{a b} \mathbf{U}^{b}$,
where $x_{c_{i j k}}^{a}$ and $\chi_{c_{i k m}}^{a}$ denote the $a$-coordinate of $c_{i j k}$ and $c_{i k m}$, respectively, and the index $[i, j, k]$ in $\mathbb{Q}_{[i, j, k]}^{a b}$ emphasizes that this matrix is obtained by interpolation over $[i, j, k]$. Let $\Im_{i j k m}=\{i, j, k, m\}$, then substituting (130) and (131) into (129) yields
$\mathbf{q}_{l}^{b}=\sum_{a \in \widetilde{J}_{j k k}} \mathbb{H}_{l}^{b a} \mathbf{U}^{a}, b=1,2,3$,
where by defining $\mathfrak{S}=\{[i, j, k],[i, k, m]\}$, we can write $\mathbb{H}_{l}^{b a} \in \mathbb{R}^{2 \times 2}$ as
$\mathbb{H}_{l}^{b i}=\mathbb{Q}_{l}^{b i}+\sum_{\sigma \in \subseteq} \mathbb{Q}_{l}^{b c_{\sigma}}\left(\mathbb{Q}_{\sigma}^{3 i}+\sum_{a=1}^{2} x_{c_{\sigma}}^{a} \mathbb{Q}_{\sigma}^{a i}\right)$,
$\mathbb{H}_{l}^{b j}=\mathbb{Q}_{l}^{b c_{i j k}}\left(\mathbb{Q}_{[i, j, k]}^{3 j}+\sum_{a=1}^{2} x_{c_{i j k}}^{a} \mathbb{Q}_{[i, j, k]}^{a j}\right)$,
$\mathbb{H}_{l}^{b k}=\sum_{\sigma \in \Theta} \mathbb{Q}_{l}^{b c_{\sigma}}\left(\mathbb{Q}_{\sigma}^{3 k}+\sum_{a=1}^{2} x_{c_{\sigma}}^{a} \mathbb{Q}_{\sigma}^{a k}\right)$,
$\mathbb{H}_{l}^{b m}=\mathbb{Q}_{l}^{\mathrm{bc}_{\mathrm{ikm}}}\left(\mathbb{Q}_{[i, k, m]}^{3 m}+\sum_{a=1}^{2} x_{c_{i k m}}^{a} \mathbb{Q}_{[i, k, m]}^{a m}\right)$.


Fig. 11. Regions that are used for calculating the elastic stored energy. Primal and dual vertices are denoted by $\bullet$ and $\circ$, respectively. The dotted lines denote the primal onesimplices. Displacement is interpolated using affine functions in each of the colored triangles which are the intersection of a support volume of a primal 1 -simplex with a dual 2 -cell. The elastic body is assumed to be homogeneous in each dual 2 -cell. The region bounded by the solid lines denotes the dual of the primal vertex $i$. The stored energy at this dual cell is obtained by summing the internal energy of the corresponding 6 smaller triangles.

Note that $\mathbb{H}_{a}^{b a}$ 's are diagonal matrices and hence symmetric. Because the ambient space is flat, we have
$u^{a}{ }_{\mid b}=\frac{\partial u^{a}}{\partial x^{b}}=q_{l}^{b, a}$,
where $q_{l}^{b, a}$ denotes the $a$-component of $\mathbf{q}_{l}^{b}$. Also as $g_{a b}=\delta_{a b}$, using summation convention on index $c$, we can write $u_{a \mid b}=g_{c a} u^{c}{ }_{\mid b}=\delta_{c a} q_{l}^{b, c}=q_{l}^{b, a}$, and hence
$e_{a b}=\frac{1}{2}\left(q_{l}^{b, a}+q_{l}^{a, b}\right)$.
Note that (with summation convention on indices $c$ and $d$ )
$e^{a b}=g^{a c} g^{b d} e_{c d}=\delta^{a c} \delta^{b d} e_{c d}=e_{a b}$.
Now using (135) and (136) we obtain
$\mathcal{E}^{l}=\frac{1}{4} \mu_{l} V_{l}\left(q_{l}^{b, a}+q_{l}^{a, b}\right)\left(q_{l}^{b, a}+q_{l}^{a, b}\right)$,
where we use summation convention on $a, b=1,2$, and $\mu_{l}$ is the value of Lamé constant $\mu$ at $V_{l} .{ }^{8}$ Alternatively, we can write (137) as
$\mathcal{E}^{l}=\frac{1}{2} \mu_{l} V_{l}\left[\left(\mathbf{q}_{l}^{1}\right)^{\top} \mathbf{J} \mathbf{q}_{l}^{1}+\left(\mathbf{q}_{l}^{2}\right)^{\top} \boldsymbol{K} \mathbf{q}_{l}^{2}+\left(\mathbf{q}_{l}^{1}\right)^{\top} \boldsymbol{L} \mathbf{q}_{l}^{2}\right]$,
where
$\boldsymbol{J}=\left[\begin{array}{ll}2 & 0 \\ 0 & 1\end{array}\right], \quad \boldsymbol{K}=\left[\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right], \quad \boldsymbol{L}=\left[\begin{array}{ll}0 & 0 \\ 2 & 0\end{array}\right]$.
Note that $\boldsymbol{L}$ is asymmetric and as we will see in the following, it induces asymmetry in subsequent matrices. Substituting (132) into (138) results in
$\mathcal{E}^{l}=\sum_{a, b \in \mathcal{J i j}_{i k m}}\left(\mathbf{U}^{a}\right)^{\top} \mathbb{S}_{l}^{a b} \mathbf{U}^{b}$,
with the matrices $\mathbb{S}_{l}^{a b} \in \mathbb{R}^{2 \times 2}$ given by
$\mathbb{S}_{l}^{a b}=\frac{1}{2} \mu_{l} V_{l}\left[\left(\mathbb{H}_{l}^{1 a}\right)^{\top} \boldsymbol{J} \mathbb{H}_{l}^{1 b}+\left(\mathbb{H}_{l}^{2 a}\right)^{\top} \boldsymbol{K} \mathbb{H}_{l}^{2 b}+\left(\mathbb{H}_{l}^{1 a}\right)^{\top} \boldsymbol{L} \mathbb{H}_{l}^{2 b}\right]$.
Note that $\mathbb{H}_{\mathfrak{l}}$ 's, $\boldsymbol{J}$, and $\boldsymbol{K}$ are diagonal and so symmetric but $\boldsymbol{L}$ is asymmetric, and therefore $\mathbb{S}_{l}^{a b} \neq\left(\mathbb{S}_{l}^{b a}\right)^{\top}$, and in particular, $\mathbb{S}_{l}^{a a}$,s are not symmetric.

[^8]Next, we impose the essential boundary conditions and obtain an expression for $E^{d}$. First consider the following definitions
$\mathfrak{N}\left(\sigma_{a}^{0}\right)=\left\{\sigma^{0} \in K^{h} \mid \exists \sigma^{1} \in K^{h}\right.$ s.t. $\left.\sigma_{a}^{0}, \sigma^{0} \prec \sigma^{1} \& \sigma_{a}^{0} \neq \sigma^{0}\right\}$,
$\mathfrak{E}=\left\{\sigma^{0} \in K^{h} \mid\right.$ Essential B.C. is imposed on $\left.\sigma^{0}\right\}$,
$\mathfrak{E}\left(\sigma_{a}^{0}\right)=\mathfrak{M}\left(\sigma_{a}^{0}\right) \cap \mathfrak{E}$.
Thus, $\mathfrak{N}\left(\sigma_{a}^{0}\right)$ is the set of neighbors of $\sigma_{a}^{0}$ and $\mathfrak{E}\left(\sigma_{a}^{0}\right)$ is the set of the neighbors of $\sigma_{a}^{0}$ that have essential boundary conditions. Substituting (140) into (126) yields the following expression for the discrete elastic stored energy
$E^{d}=\boldsymbol{X}^{\top} \mathbf{S} \boldsymbol{X}+\mathbf{s} \cdot \boldsymbol{X}+E_{e}^{d}$,
where $X \in \mathbb{R}^{n \Gamma_{h}}$ is defined in (101), the matrix $\mathbf{S} \in \mathbb{R}^{n \Gamma_{h} \times n \Gamma_{h}}$ can be written as
$\mathbf{S}=\left[\begin{array}{ccc}\mathbb{D}^{11} & \cdots & \mathbb{D}^{1 \bar{P}_{h}} \\ \vdots & \ddots & \vdots \\ \mathbb{D}^{\bar{P}_{h} 1} & \cdots & \mathbb{D}^{\bar{P}_{h} \bar{\Gamma}_{h}}\end{array}\right]$,
with
$\mathbb{D}_{2 \times 2}^{a b}=\left\{\begin{array}{l}\sum_{\mathbb{S}^{\mathbb{S}}} \mathbb{S}_{l}^{a b}, \text { if } b \in \mathfrak{N}(a), \\ \mathbf{0}, \quad \text { otherwise. }\end{array}\right.$
The vector $\mathbf{s} \in \mathbb{R}^{n \bar{P}_{h}}$ is defined as $\mathbf{s}=\left\{\mathbf{d}^{1}, \ldots, \mathbf{d}^{\bar{p}_{h}}\right\}^{\top}$, with
$\mathbf{d}^{a}=\sum_{b \in \mathbb{E}(a)}\left(\mathbf{U}^{b}\right)^{\top}\left[\left(\mathbb{S}_{l}^{a b}\right)^{\top}+\mathbb{S}_{l}^{b a}\right]$,
and finally, the scalar $E_{e}^{d}$ is given by
$E_{e}^{d}=\sum_{a \in \mathfrak{E}} \sum_{l}\left(\mathbf{U}^{a}\right)^{\top} \mathbb{S}_{l}^{a a} \mathbf{U}^{a}$.
The summation on $l$ in (145) denotes summation over all those regions whose elastic energies are affected by the displacements of vertices $a$ and $b$. Eq. (147) has a similar interpretation. The matrix $\mathbf{S}$ is not symmetric, in general, and the vector $\mathbf{s}$ is zero if boundary vertices have zero displacements. Because both $\mathbf{S}$ and $\mathbf{S}^{\top}$ appear in the Euler-Lagrange equations, the governing equations remain symmetric in the sense that reciprocity holds. Also similar to $K_{e}^{d}$ defined in (123), $E_{e}^{d}$ does not contribute to the Euler-Lagrange
equations either. Finally, note that there are other possible choices for writing a discrete elastic energy. In the next section, we use the discrete kinetic and elastic stored energies to write a discrete Lagrangian and obtain the Euler-Lagrange equations for linearized incompressible elasticity.

### 5.3. Discrete Euler-Lagrange equations

In this section we use Hamilton's principle in the space of diver-gence-free displacements to obtain the Euler-Lagrange equations for the unknown $\boldsymbol{X}$. As in the continuous case that was discussed in $\S 2.2 .1$, we do not use Lagrange multipliers to impose the incompressibility constraint. Instead, we confine the solution space to the divergence-free displacements and gradient of pressure will appear naturally.

Similar to the Lagrangian in the continuous case, we define the discrete Lagrangian as
$L^{d}=K^{d}-V^{d}$,
where $V^{d}=E^{d}-B^{d}-T^{d}$, with $B^{d}$ and $T^{d}$ denoting the work of body forces and tractions at boundary nodes, respectively. We model a body force with a primal vector field. Let $\mathbf{B}^{i}$ be the body force at vertex $i$. Then, we have
$B^{d}=\sum_{i=1}^{\mathrm{P}_{h}} m^{i} \mathbf{B}^{i} \cdot \mathbf{U}^{i}=\mathbf{b} \cdot \boldsymbol{X}+B_{e}^{d}$,
where $m^{i}=\rho_{i}\left|\star \sigma_{i}^{0}\right|$, is the mass of the dual cell $\star \sigma_{i}^{0}$ and $\mathbf{b} \in \mathbb{R}^{n \overline{\mathrm{P}}_{h}}$ is defined as $\mathbf{b}=\left\{\mathbf{b}^{1}, \ldots, \mathbf{b}^{\bar{P}_{h}}\right\}^{\top}$, with $\mathbf{b}^{i}=m^{i} \mathbf{B}^{i}$, and
$B_{e}^{d}=\sum_{i=\mathrm{P}_{h}+1}^{\mathrm{P}_{h}} m^{i} \mathbf{B}^{i} \cdot \mathbf{U}^{i}$.
Note that similar to the previous section, we order the primal vertices such that $\left\{\sigma_{i}^{0}\right\}_{i=1}^{\Gamma_{h}}$ and $\left\{\sigma_{i}^{0}\right\}_{i=\bar{P}_{h}+1}^{\mathrm{P}_{h}}$ denote the primal vertices without and with essential boundary conditions, respectively. Let us define
$T^{d}=\mathbf{t} \cdot \boldsymbol{X}$,
where the vector $\mathbf{t} \in \mathbb{R}^{n \bar{P}_{h}}$ is defined as $\mathbf{t}=\left\{\mathbf{t}^{1}, \ldots, \mathbf{t}^{\bar{P}_{h}}\right\}$, with $\mathbf{t}^{i}=\mathbf{0}$, if the traction at $\sigma_{i}^{0}$ is zero. Note that we assume that the set of vertices with essential boundary conditions and the set of vertices with natural boundary conditions are disjoint. Therefore, the specified displacements do not contribute to $T^{d}$. Substituting (124), (143), (149), and (151) into (148) results in
$L^{d}=\frac{1}{2} \dot{\boldsymbol{X}}^{\top} \mathbf{M} \dot{\boldsymbol{X}}-\boldsymbol{X}^{\top} \mathbf{S} \boldsymbol{X}+\mathbf{F} \cdot \boldsymbol{X}+L_{e}^{d}$,
where
$\mathbf{F}=-\mathbf{s}+\mathbf{b}+\mathbf{t}, L_{e}^{d}=K_{e}^{d}-E_{e}^{d}+B_{e}^{d}$.
Let the variational field of $\boldsymbol{X}$ be a 1-parameter family of diver-gence-free vector fields $\boldsymbol{X}_{\epsilon}$ that satisfy the essential boundary conditions and
$\boldsymbol{X}_{0}=\boldsymbol{X},\left.\quad \frac{d}{d \epsilon}\right|_{\epsilon=0} \boldsymbol{X}_{\epsilon}=\delta \boldsymbol{X}$.
Note that $\boldsymbol{X}_{\epsilon}$ satisfies (100), i.e.
$\square^{h} \boldsymbol{X}_{\epsilon}=\mathbf{u}^{h}$,
and therefore
$\square^{h} \delta \boldsymbol{X}=\mathbf{0}$,
which means that $\delta \boldsymbol{X} \in \operatorname{Ker}\left(\square^{h}\right)$. Hamilton's principle tells us that
$\delta \int_{t_{1}}^{t_{2}} L^{d} d t=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} \int_{t_{1}}^{t_{2}} L_{\epsilon}^{d} d t=0$.
Using (152), we can write

$$
\begin{align*}
\delta \int_{t_{1}}^{t_{2}} L^{d} d t & =\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} \int_{t_{1}}^{t_{2}}\left(\frac{1}{2} \dot{\boldsymbol{X}}_{\epsilon}^{\top} \mathbf{M} \dot{\boldsymbol{X}}_{\epsilon}-\boldsymbol{X}_{\epsilon}^{\top} \mathbf{S} \boldsymbol{X}_{\epsilon}+\mathbf{F} \cdot \boldsymbol{X}_{\epsilon}+L_{e}^{d}\right) d t \\
& =\int_{t_{1}}^{t_{2}}\left[\dot{\boldsymbol{X}}^{\top} \mathbf{M}\left(\frac{d}{d t} \delta \boldsymbol{X}\right)-\boldsymbol{X}^{\top}\left(\mathbf{S}+\mathbf{S}^{\top}\right) \delta \boldsymbol{X}+\mathbf{F} \cdot \delta \boldsymbol{X}\right] d t \\
& =-\int_{t_{1}}^{t_{2}}\left[\mathbf{M} \ddot{\boldsymbol{X}}+\left(\mathbf{S}+\mathbf{S}^{\top}\right) \boldsymbol{X}-\mathbf{F}\right] \cdot \delta \boldsymbol{X} d t=0 \tag{158}
\end{align*}
$$

where we used symmetry of the matrix $\mathbf{M}$, the integration by parts for simplifying the kinetic energy contribution, and the assumption that $\delta \boldsymbol{X}$ is a proper variation, i.e., $\delta \boldsymbol{X}=\mathbf{0}$ at both $t_{1}$ and $t_{2}$. Because the integrand of (158) is a continuous function of time and $t_{1}$ and $t_{2}$ are arbitrary, we obtain
$\left[\mathbf{M} \ddot{\boldsymbol{X}}+\left(\mathbf{S}+\mathbf{S}^{\boldsymbol{\top}}\right) \boldsymbol{X}-\mathbf{F}\right] \cdot \delta \boldsymbol{X}=0$.
Note that we can write
$\mathbb{R}^{n \mathrm{P}_{h}}=\operatorname{Ker}\left(\mathbb{0}^{h}\right) \oplus \operatorname{Ker}\left(\square^{h}\right)^{\perp}$,
and since $\delta \boldsymbol{X} \in \operatorname{Ker}\left(\square^{h}\right)$, from (159) we conclude that
$\mathbf{M} \ddot{\boldsymbol{X}}+\left(\mathbf{S}+\mathbf{S}^{\boldsymbol{\top}}\right) \boldsymbol{X}-\mathbf{F}=\boldsymbol{\Lambda}$,
where $\boldsymbol{\Lambda} \in \operatorname{Ker}\left(\mathbb{\square}^{h}\right)^{\perp}$.
Remark 8. In the smooth case, we observed that confining the variations to the divergence-free vector fields results in the appearance of pressure gradient in the balance of linear momentum. As the vector $\boldsymbol{\Lambda}$ appears in the discrete governing equations through a similar procedure, it is reasonable to expect that this vector should somehow be related to discrete pressure gradient. As a matter of fact, the vector $\Lambda \in \mathbb{R}^{n \overline{\mathrm{P}}_{h}}$ can be written as
$\boldsymbol{\Lambda}=\left\{\boldsymbol{\Lambda}^{1}, \ldots, \boldsymbol{\Lambda}^{\overline{\mathrm{P}}_{h}}\right\}^{\top}$,
where $\boldsymbol{\Lambda}^{i} \in \mathbb{R}^{n}$ can be thought as the value of the gradient of pressure at the primal vertex $\sigma_{i}^{0}$. Although we do not conduct a convergence analysis to show that the pressure field that is obtained by this assumption converges to the smooth pressure field, our numerical examples in the next section demonstrate that this assumption is valid. On the other hand, this correspondence suggests that pressure should be a dual zero-form because $\nabla p=(\mathbf{d} p)^{\sharp}$. This is a geometric justification for the known fact that using different function spaces for displacement and pressure is crucial in incompressible linearized elasticity $[3,4]$ ). Also note that we do not obtain the pressure gradient for vertices with essential boundary conditions.

Recall that $\operatorname{Ker}\left(\square^{h}\right)^{\perp}$ is the orthogonal complement of the null space of $\square^{h}$, which is the row space of $\square^{h}$, i.e., the space spanned by the rows of $\square^{h}$. To obtain $\Lambda$, note that from the rank-nullity theorem, one can write
$\operatorname{dim}\left(\operatorname{Ker}\left(\square^{h}\right)^{\perp}\right)=n \overline{\mathrm{P}}_{h}-\operatorname{nullity}\left(\square^{h}\right)=\operatorname{rank}\left(\square^{h}\right)=\mathrm{R}$.
Let $\left\{\mathbf{z}^{1}, \ldots, \mathbf{z}^{\mathrm{R}}\right\}$ be a basis for $\operatorname{Ker}\left(\square^{h}\right)^{\perp}$. Then, we have
$\boldsymbol{\Lambda}(t)=\sum_{i=1}^{R} \Lambda_{i}(t) \mathbf{z}^{i}$,
where the time-dependent functions $\Lambda_{i}$ 's are unknowns to be determined. Thus, we have the following discrete governing equations for the unknowns $\boldsymbol{X}$ and $\Lambda_{i}$ 's:
$\mathbf{M} \ddot{\boldsymbol{X}}+\left(\mathbf{S}+\mathbf{S}^{\top}\right) \boldsymbol{X}-\mathbf{F}=\sum_{i=1}^{R} \Lambda_{i} \mathbf{z}^{i}$,
$\square^{h} \boldsymbol{X}=\mathbf{u}^{h}$.
The number of unknowns is $n \overline{\mathrm{P}}_{h}+\mathrm{R}$ and since $\operatorname{rank}\left(0^{h}\right)=\mathrm{R}$, we conclude that $\mathrm{a}^{h}$ has R independent rows (columns) and thus (166) has $R$ independent equations and so the number of independent equations becomes $n \overline{\mathrm{P}}_{h}+\mathrm{R}$, which is equal to the number of unknowns. Therefore, one can solve (165) and obtain the displacement field and the pressure gradient uniquely.

Remark 9. The difference between our approach for deriving (165) and (166) and that of the FE method is as follows. As we mentioned in $\S 4$, (166) is equivalent to a Lagrange finite element approximation, where the pressure field is approximated by $\mathbb{P}_{0}$ polynomials over the primal mesh and the displacement field is approximated by piecewise linear $\mathbb{P}_{1}$ polynomials over the primal mesh. On the other hand, we used two different spaces for the displacement field for writing (165), see Fig. 12. For discretizing the kinetic energy, the displacement field is discontinuous and is approximated by $\mathbb{P}_{0}$ polynomials over the dual mesh. However, for discretizing the elastic energy, it is continuous and is approximated by $\mathbb{P}_{1}$ polynomials over (part of) the support volumes.

Remark 10 (Incompressible linear elastostatics). For incompressible linearized elastostatics, the displacements and pressures are time independent, and therefore (165) and (166) are equivalent to
$\mathbb{K}_{\left(n \stackrel{\Gamma}{\Gamma}_{h}+D_{h}\right) \times\left(n \stackrel{\Gamma}{\mathrm{P}}_{h}+R\right)} \mathbb{X}_{\left(n \overline{\mathrm{P}}_{h}+\mathrm{R}\right) \times 1}=\mathbb{F}_{\left(n \stackrel{\Gamma}{\mathrm{P}}_{h}+\mathrm{D}_{h}\right) \times 1}$,
(167)
on each shaded region of Fig. 11. Using (135) and (136), the stress of the subregion $l$ can be written as
$\sigma_{l}^{a b}=\mu_{l}\left(q_{l}^{a, b}+q_{l}^{b, a}\right)-p_{l} \delta^{a b}$.
Thus, we need to calculate the value of pressure on each dual vertex. The number of unknown pressures is $D_{h}$. Let $\left\{p^{1}, \ldots, p_{h}^{\mathrm{D}}\right\}$ denote the value of unknown pressures at dual vertices. We need to obtain $D_{h}$ independent equations from the pressure gradient $\boldsymbol{\Lambda}$ to be able to specify the pressure. One way to do so is to use the discrete Laplace-Beltrami operator. This is explained in the following example.

Example 3. Consider the planar mesh of Fig. 9 once again. Let $p$ be a dual 0 -form on this mesh representing the pressure and suppose $p^{123}$ denotes $\langle p, \star[1,2,3]\rangle$, etc. We know that $\Delta p$ is also a dual 0 form. Let us define the vector $\mathbf{p} \in \mathbb{R}^{6}$ as

$$
\begin{equation*}
\mathbf{p}=\left\{p^{132}, p^{143}, p^{154}, p^{165}, p^{176}, p^{127}\right\}^{\top} \tag{172}
\end{equation*}
$$

One can use (91) to calculate $\Delta p$. On the other hand, one can obtain $\Delta p$ using the pressure gradient $\boldsymbol{\Lambda}$. Suppose, for example, that the vertices 2 and 3 have essential boundary conditions. Thus, pressure gradient obtained from (165) lies in $\mathbb{R}^{10}$ and $\Delta p$ is equal to the divergence of $\boldsymbol{\Lambda}$. To calculate the discrete pressure field, we need to obtain the discrete pressure gradient $\mathbb{G}_{p} \in \mathbb{R}^{14}$, which is a primal vector field. To this end, we need to assign a pressure gradient to those vertices that have essential boundary conditions. This can be done by assuming that pressure gradient of these vertices are equal to those of their closest interior primal vertices. This way, using $\Lambda$, we can obtain the pressure gradient $\mathbb{G}_{p} \in \mathbb{R}^{14}$. Now we equate the expressions for $\Delta p$ obtained using the previous
$\mathbb{L}=\left[\begin{array}{cccccc}r_{1,2}+r_{1,3}+r_{2,3} & -r_{1,3} & 0 & 0 & 0 & -r_{1,2} \\ -r_{1,3} & r_{1,3}+r_{1,4}+r_{3,4} & -r_{1,4} & 0 & 0 & 0 \\ 0 & -r_{1,4} & r_{1,4}+r_{1,5}+r_{4,5} & -r_{1,5} & 0 & 0 \\ 0 & 0 & -r_{1,5} & r_{1,5}+r_{1,6}+r_{5,6} & -r_{1,6} & 0 \\ 0 & 0 & 0 & -r_{1,6} & r_{1,6}+r_{1,7}+r_{6,7} & -r_{1,7} \\ -r_{1,2} & 0 & 0 & 0 & -r_{1,7} & r_{1,7}+r_{1,2}+r_{2,7}\end{array}\right]$
where
$\mathbb{K}=\left[\begin{array}{cc}\left(\mathbf{S}+\mathbf{S}^{\top}\right)_{n \mathrm{P}_{h} \times n \mathrm{P}_{h}} & -\mathbf{Z}_{n \overline{\mathrm{P}}_{\mathrm{h}} \times \mathrm{R}} \\ \square_{\mathrm{D}_{\mathrm{D}} \times n \mathrm{P}_{h}}^{n} & \mathbf{0}_{\mathrm{D}_{h} \times \mathrm{R}}\end{array}\right]$,
with the $i$ th column of $\mathbf{Z}$ equal to $\mathbf{z}^{i}$ for $i=1, \ldots$, R. Also by defining $\lambda=\left\{\Lambda_{1}, \ldots, \Lambda_{\mathbb{R}}\right\}^{\top} \in \mathbb{R}^{\mathbb{R}}$, the vectors $\mathbb{X}$ and $\mathbb{F}$ can be written as
$\mathbb{X}=\left\{\begin{array}{c}\boldsymbol{X} \\ \lambda\end{array}\right\} \in \mathbb{R}^{n \bar{\Gamma}_{h}+\mathbb{R}}, \quad \mathbb{F}=\left\{\begin{array}{c}\mathbf{F} \\ \mathbf{u}^{\mathbf{h}}\end{array}\right\} \in \mathbb{R}^{n_{n_{h}}+\mathrm{D}_{h}}$.

### 5.4. Discrete pressure field

Eqs. (165) and (166) enable us to obtain the displacement field of linear incompressible elasticity together with the pressure gradient $\boldsymbol{\Lambda}$. The next step is to calculate stresses. Note that we do not define a notion of discrete stress and, instead, we define stresses on subregions with constant strains, cf. §5.2. Therefore, we define the stress to be

$$
\begin{equation*}
\sigma^{a b}=2 \mu e^{a b}-p g^{a b} \tag{170}
\end{equation*}
$$

two approaches. This gives
$\mathbb{L}_{6 \times 6} \mathbf{p}=\bar{\square}_{6 \times 14} \mathbb{G}_{p}$,
where $\overline{\overline{0}}$ is given in (113) and
with
$r_{i, j}=\frac{|[i, j]|}{|\star[i, j]|}$.
The right-hand side of $(173)$ is a discrete analogue of $\Delta=\operatorname{div} \circ$ grad. Note that here $\mathbb{L}$ is symmetric and invertible. Therefore, we are able to obtain a unique dual 0 -form $p$.

Let us consider a planar mesh $K_{h}$. Fig. 7 shows part of this mesh. We define a symmetric matrix $\mathbb{Q}^{h} \in \mathbb{R}_{h}^{\mathrm{D}} \times \mathrm{D}_{h}$ as follows. Each row of $\mathbb{L}^{h}$ corresponds to a dual vertex of $K_{h}$. All the elements in each row are zero except the diagonal elements and the ones that correspond to the dual vertices that are joined to the reference dual vertex by a dual 1-simplex. For example, in Fig. 7, nonzero components of the row that corresponds to $\star[j, l, k]$ are those that


Fig. 12. Discrete solution spaces: (a) $\mathbb{P}_{0}$ over the primal mesh for the pressure field, (b) $\mathbb{P}_{1}$ over the primal mesh for the displacement field in the incompressibility constraint, (c) $\mathbb{P}_{0}$ over the dual mesh for the displacement field for approximating the kinetic energy, and (d) $\mathbb{P}_{1}$ over support volumes for the displacement field for approximating the elastic energy.


Fig. 13. Part of a primal mesh and its associated dual mesh. The 2 -simplex $[j, l, k]$ lies on the boundary.
correspond to $\star[j, l, k], \star[j, o, l], \star[l, q, k]$, and $\star[r, j, k]$. Let us denote these components of $\mathbb{Q}^{h}$ by $\mathbb{L}_{j k, j k}, \mathbb{L}_{j k, j o l}, \mathbb{L}_{j k, l q k}$, and $\mathbb{L}_{j l k, j k}$, respectively. Then, we have
$\mathbb{L}_{j k, j l k}=r_{l, k}+r_{k, j}+r_{j, l}, \mathbb{L}_{j l k, j o l}=-r_{j, l}$,
$\mathbb{L}_{j l k, l q k}=-r_{l, k}, \mathrm{~L}_{j k, r j k}=-r_{k, j}$.
Note that if $[j, l, k]$ is on the boundary as shown in Fig. 13, then the only nonzero components are $\mathbb{L}_{j k j, j k},\left\llcorner_{j l k, j o l}\right.$, and $\mathbb{L}_{j k, l q k}$, which are defined as above. Note also that by construction, the matrix $\mathbb{Q}^{h}$ is symmetric. The sum of the components of the row corresponding to an internal primal $n$-simplex is zero while the same sum for rows that correspond to boundary $n$-simplices is not zero. As we will see in the following theorem, as a result of this specific structure, the symmetric matrix $\mathbb{Q}^{h}$ is nonsingular and because $\Delta p$ can be calculated using this matrix, the dual Laplace-Beltrami operator is injective. Note that the primal $\Delta$ operator is not injective. The reason for this is that the dual coboundary operator is not the same as the geometric boundary of a dual cell, see (82) and (91), and the corresponding discussions.

Theorem 5.1. Let $K_{h}$ be a planar well-centered primal mesh such that $\left|K_{h}\right|$ is a simply-connected set. Then, the matrix $\mathbb{Q}^{h} \in \mathbb{R}_{h}^{D} \times \mathrm{D}_{h}$ is nonsingular.

Proof. The proof of this theorem is similar to that of Theorem 4.1. Using the fact that $K_{h}$ is shellable, one can use induction and the specific structure of the matrix $\mathbb{L}$ to complete the proof.

Let the vector $\mathbf{p} \in \mathbb{R}_{h}^{\mathrm{D}}$ denote the pressure $p$ on $K_{h}$, i.e., the $i$ th component of $\mathbf{p}$ is $p^{i}=\left\langle p, \hat{\sigma}_{i}^{0}\right\rangle$, where $\hat{\sigma}_{i}^{0}$ is the $i$ th dual vertex. Then, one can use $\mathbb{L}^{h}$ to calculate $\Delta p$. Alternatively, $\Delta p$ can be calculated
using the pressure gradient $\mathbb{G}_{p} \in \mathbb{R}^{n P_{h}}$, which is a vector that has the same components as $\Lambda \in \mathbb{R}^{n \bar{P}_{h}}$ at vertices without essential boundary conditions. Those components that are associated with vertices with essential boundary conditions are chosen to be equal to the pressure gradient of the closest internal primal vertex. For example, suppose in Fig. 13, vertex $k$ has essential boundary conditions and the closest internal vertex to $k$ is $l$. Then, pressure gradient at vertex $k$ is assumed to be equal to the pressure gradient at $l .{ }^{9}$ Then, equating $\Delta p$ 's obtained using the above two approaches we obtain
$\mathbb{L}^{h} \mathbf{p}=\overline{\mathrm{I}}^{h} \mathbb{G}_{p}$,
and because $\mathbb{Q}^{h}$ is nonsingular one can solve (177) and obtain the pressure at each dual vertex. However, our numerical experiments show that the direct use of (177) does not yield satisfactory results for pressure and this is not unusual as we have not imposed the natural boundary conditions on each primal 2-cell with such boundary conditions yet. Recall that if $\tau^{a}$ denotes the $a$-component of the traction $\tau$, then using the summation convention on index $b$, we can write

$$
\begin{equation*}
\tau^{a}=\sigma^{a}{ }_{b} n^{b}=\left(2 \mu e^{a}{ }_{b}-p g^{a}{ }_{b}\right) n^{b}, \tag{178}
\end{equation*}
$$

where $n^{b}$ is the $b$-component of the unit outward normal vector at the natural boundary. Now suppose that in Fig. 13, the 2-cell $[j, l, k]$ lies on the natural boundary. Then, using (171) and (178) we can write
$\tau_{k j}^{a}=\left[\mu_{j k k}\left(q_{j k k}^{a, b}+q_{j k k}^{b, a}\right)-p_{j \mid k} \delta^{a b}\right] n_{k j}^{b}$,
where we assume summation convention on index $b$. Using (179) we can determine the pressure at all the 2 -cells with natural boundary conditions. Next, we omit the rows that correspond to those 2cells with natural boundary conditions in (177) and move all the terms containing the known values of the pressure to the righthand side of the remaining equations. This way, from (177) we obtain the required number of equations to determine pressure at all the dual vertices. Finally, one can use (171) to calculate the stress on each dual subregion.

## 6. Numerical examples

To demonstrate the efficiency and robustness of our geometric method, in this section we consider the following two 2-dimensional benchmark problems: A cantilever beam subjected to a parabolic end load and Cook's membrane.

Cantilever beam. As our first example, we consider a planar cantilever beam shown in Fig. 14 that has a closed-form solution for its displacements field [65]. The parabolic load per unit length at the right boundary is given by $f(y)=\frac{F}{2 I}\left(c^{2}-y^{2}\right)$, where $I=2 c^{3} / 3$. Thus, the total shear load on the right boundary is $F$. Now, we consider the analytical solution for a beam under this load given by

[^9]

Fig. 14. Cantilever beam: (a) Geometry, boundary conditions, and loading, (b) a well-centered primal mesh with o denoting the circumcenter of each primal 2-cell.
$u_{x}=\frac{\left(1-v^{2}\right) F y}{6 E I}\left(3 x^{2}-6 L x+\frac{v y^{2}}{1-v}\right)-\frac{F y}{6 I \mu}\left(y^{2}-3 c^{2}\right)$,
$u_{y}=\frac{\left(1-v^{2}\right) F}{6 E I}\left[\frac{3 v(L-x) y^{2}}{1-v}+3 L x^{2}-x^{3}\right]$,
and impose the displacements at $x=0$. The divergence of the displacement field reads
$\operatorname{div} \mathbf{u}=\frac{1}{E I}(1+v)(1-2 v) F(x-L) y$,
and hence, for $v=0.5$ we have div $\mathbf{u}=0$. Note that if $v=0.5$, then as we explained in Remark 2, the above displacements also satisfy the equations of incompressible linearized elasticity. For this case, pressure is given by
$p(x, y)=-\frac{F(x-L) y}{2 I}$.
We assume the following parameters: $L=16, c=2, F=1$, $E=10^{7}$, and $v=0.5$. We show one of the primal meshes with $N=236$ primal 2-cells in Fig. 14(b). We increase the number of primal 2 -cells and study the convergence of the solutions. In Fig. 15(a), we plot the normalized vertical displacement of the tip point $A$ defined as $U_{y}^{A} / u_{y}^{A}$, where $U_{y}^{A}$ and $u_{y}^{A}$ denote the vertical displacement of point $A$ obtained by our structure-preserving scheme and the exact solution, respectively. We see that the numerical solutions converge to the exact solution. Moreover, we observe a smooth pressure field for the beam. As an example, in


Fig. 16. The pressure field for the beam problem for meshes with (a) $N=64$, (b) $N=156$, (c) $N=494$, where $N$ is the number of primal 2-cells of the mesh.


Fig. 17. Cook's membrane: (a) Geometry, boundary conditions, and loading, (b) a well-centered mesh with $N=123$ primal 2-cells with $\circ$ denoting the circumcenter of each primal 2-cell.
(a)

(b)


Fig. 15. Cantilever beam: (a) Convergence of the normalized displacement of the tip point $A$ (ratio of the numerically-calculated and exact displacements). $N$ is the number of primal 2-cells of the mesh. (b) Pressure of the dual vertices that correspond to the primal 2-cells that are on the bottom of the beam.


Fig. 18. Convergence of the normalized displacement of the tip point $A$ of the Cook's membrane. $N$ is the number of primal 2-cells of the mesh.

Fig. 15(b) we show the variation of pressure at the bottom of the beam $(y=-c)$ in the $x$-direction and again we observe that pressure converges to its exact value. We plot the pressure field over different primal meshes with exaggerated deformations in Fig. 16. The pressure field is free from checkerboarding and becomes smoother and smoother upon mesh refinement.

Cook's membrane. Now we consider the Cook's membrane problem, which is a standard benchmark problem that has been used in the past to investigate the incompressible and near-incompressible solutions under combined bending and shear [4,30]. Fig. 17 depicts the geometry, boundary conditions, and loading of the problem together with a well-centered mesh with $N=123$ primal 2-cells. The left boundary is fully clamped and the right boundary is subjected to a distributed shearing load of magnitude $T=6.25$ per unit length (a total vertical force of 100 is imposed on the right boundary). The material is assumed to be homogeneous with the parameters $E=250$ and $v=0.5$. Now we study the variations of the vertical displacement of the tip point $A$ upon mesh refinement. The result is plotted in Fig. 18 that shows the convergence of the normalized displacements by increasing the number of primal 2 -cells, $N$. Note that we use the limit value of the numericallycalculated displacement $U_{y}^{A}=4.2002$ for normalization of displacements in this figure. Finally, we observe that our struc-ture-preserving scheme is free of checkerboarding as is clearly seen in Fig. 19. In this figure, we plot the pressure field over
deformed configuration of Cook's membrane. We see that pressure field becomes smoother and smoother upon mesh refinement. Also note that the rate of convergence of the results in our numerical examples is comparable with those of finite element mixed formulations [4,30].

## 7. Concluding remarks

In this paper, we presented a discrete geometric structurepreserving numerical scheme for incompressible linearized elasticity. We proved that the governing equations of finite and linearized incompressible elasticity can be obtained using Hamilton's principle and Hodge decomposition theorem without using Lagrange multipliers.

We used ideas from algebraic topology, exterior calculus, and discrete exterior calculus to develop a discrete geometric theory for linearized elasticity. We considered the discrete displacement field as our primary unknown and characterized the space of diver-gence-free discrete displacements as the solution space. Note that instead of heuristically defining the discrete displacement field and its divergence as a discretization of a smooth vector field and smooth divergence operator, we assume the discrete displacement field to be a discrete primal vector field and use the definition of discrete divergence using DEC techniques. Therefore, we preserve the geometric structure of the smooth problem by considering discrete quantities that have the same geometric structure as their smooth counterparts. This guarantees that the method remains free of numerical artifacts as we remain in the correct discrete space unlike the standard finite element and finite difference schemes.

Finally, motivated by the Lagrangian structure of the smooth case, we defined a discrete Lagrangian and used Hamilton's principle in the space of discrete divergence-free displacement fields to obtain the governing equations of the discrete theory. We observed that the discrete gradient of pressure appears naturally in the governing equations. We used the discrete Laplace-Beltrami operator to determine the pressure field, which is assumed to be a dual 0form. We then considered some numerical examples and observed that our discretization scheme is free of numerical artifacts, e.g. checkerboarding of pressure. Based on the rate of convergence of the results of the numerical examples, our method is comparable with finite element mixed formulations $[4,30]$. We observed that by choosing the displacement field to be a primal vector field, pressure is a dual 0 -form; this geometrically justifies the known fact that using different function spaces for displacement and pressure is helpful in the incompressible regime. Also note that our method can be used for analyzing multiply-connected bodies as well.


Fig. 19. The pressure field for the Cook's membrane for meshes with (a) $N=123$, (b) $N=530$, (c) $N=955$, where $N$ is the number of primal 2 -cells of the mesh.

The smooth weak form of the incompressible elasticity is wellposed. However, it is a well-known fact that the discretization of the weak form is well-posed if and only if the discrete spaces for the displacement and pressure fields are compatible [3]. For example, a $\mathbb{P}_{0} / \mathbb{P}_{1}$ Lagrange finite element approximation for the displacement/pressure field is not well-posed. This low order approximation is not well-posed even when using the diamond element approach [4]. Although we do not present any proof, our numerical results suggest that the discrete weak form is wellposed for our choices of the discrete solution spaces. This also suggests that choices that are naturally imposed by the geometry of a problem can be nontrivial and hard to see using other approaches.

The structure of linearized elasticity is similar to that of perfect fluids in the sense that both need a fixed mesh. However, finite elasticity requires the material description of motion. This means that one needs the time evolution of the initial simplicial complex of the reference configuration. However, this evolving mesh would not remain a simplicial complex, in general, and hence the extension of the present work to the case of finite elasticity is not straightforward. Also the convergence issues are not considered in this work. Applications to fluid mechanics and finite elasticity and studying convergence issues will be the subjects of future communications.
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[^1]:    ${ }^{1}$ In general, $(\mathcal{B}, \mathbf{G})$ is the underlying Riemannian manifold of the material manifold, which is where the body is stress-free. See [47-49] for more details.

[^2]:    ${ }^{2}$ Recall that $\xi: \mathcal{B} \rightarrow \mathbb{R}^{n}$ belongs to $L^{2}$ if it is square integrable, i.e., $\|\xi\|_{L^{2}}^{2}=\int_{\mathcal{B}}\|\xi\|^{2} d V<\infty$.

[^3]:    ${ }^{3}$ Note that if $\mathbf{X}$ is a vector field on $\mathcal{M}$, then $\mathbf{X}$ is tangent to $\partial \mathcal{M}$ if and only if $\mathbf{X}^{b}$ is tangent to $\partial \mathcal{M}$ [53].

[^4]:    ${ }^{4}$ This choice of the variation field is simpler to work with. The general form of the variation field is a one-parameter family of curves $\mathbf{h}_{s}(t)=\boldsymbol{\psi}(s, t)$, with $\psi(0, t)=\mathbf{u}(t)$ and $\delta \mathbf{u}=d /\left.d s(\psi(s, t))\right|_{s=0}$, which yields the same result as the above choice does.

[^5]:    ${ }^{5}$ Recently, Hirani et al. [60] introduced the notion of signed duals that allows one to work with meshes that are not well-centered as well.

[^6]:    ${ }^{6}$ We discuss the effect of simple connectedness in the sequel.

[^7]:    ${ }^{7}$ A simplicial complex is called regular if it is homeomorphic to the unit cube. A regular simplicial complex is shellable if either it consists of a single complex or it is possible to obtain a smaller regular complex by removing one of its simplices. All 2dimensional regular complexes are shellable. Delaunay triangulation of a regular complex is shellable in any dimension [63].

[^8]:    ${ }^{8}$ Recall that $\mu_{l}$ can be considered as a primal 0 -form.

[^9]:    ${ }^{9}$ If there are more than one closest vertexes, one can associate the average pressure to vertex $k$.

